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Abstract

Recently, various areas of artificial language processing have been actively developing, such as search engines,
machine translation technologies, speech technologies, etc. using machine learning technology and non-neural networks.
For the implementation and development of these areas, first of all, the task of electronic linguistic resources such as
corpora, dictionaries, a set of rules, etc. is acute. These resources should be of a very large volume of good quality. In this
article, the problem of shortage of buildings for low-resource languages, which include the Turkic-speaking group, is
considered. This is a problem for low-resource languages, such as Kazakh, because there are very few available corpora.
This article presents an approach to the creation of synthetic corpora by the method of determining and replacing a
candidate word from the list of synonymous dictionary of the Kazakh language.

Test experiments were conducted. As a result, the specified case was enlarged 3.37 times.

Keywords: corpora, Kazakh language, synonyms, linguistic resources.
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M. Paxumosa ‘3, Dwpegh Aoanu > A. Illopmaxosa *, A.Typapbex®, E. Cyreiimenos
! Kasaxckuii nayuonansuotii ynusepcumem umenu ano-Papabdu, 2. Aamamot, Kazaxcman
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8 Unemumym ungopmayuonno-evruuciumensivlx mexnonoautl, 2. Aimamel, Kazaxcman
3AJAYA CO3JAHUSA CUHTETUYECKHUX KOPITYCOB JJI5s1 MAJIOPECYPCHOTI O SI3bIKA

3

B nmocnenHee BpeMs akTHBHO Pa3BUBAIOTCS Pa3IMYHBIE HANIPaBlIeHUS 00pabOTKH HCKYCCTBEHHOTO S3bIKa, TAKHE KakK
IIOMCKOBBIE CUCTEMBI, TEXHOJIOTMH MAIIMHHOIO [IEPEBOJIA, PEUEBBIE TEXHOJIOTUHU U T. JI. ¢ UCIIOJIb30BAHUEM TEXHOJIOTUH
MAIIMHHOTO O0y4YeHHs M HEHPOHHBIX ceTed. J[ms peanmsamuu M pa3BUTHS STHX HANpaBlICHUH, B MEPBYIO OYepe.b,
pelaroTcs 3a7adn MIEKTPOHHBIX JIMHIBUCTUYECKUX PECYPCOB, TAKMX KaK KOpIIyca, CIOBapu, CBOJABI IPAaBWI U T.IL
SIBIIICTCA OCTPBIM. OTH pPECYpChl JOJDKHBI OBITH OUYEHb OOJBIIOTO O00BEMa XOpoIIero KkadectBa. B  craThe
paccMatpuBaeTcsa npobiaeMa HEXBAaTKH KOPITYCOB I MaIOPECYPCHBIX S3BIKOB, K KOTOPBIM OTHOCHTCS TIOPKOS3bIYHAS
rpymma. O1o npobiema A SI3bIKOB C HU3KHM PECYPCOM, TAKMX KaK Ka3aXCKHH, IOTOMY YTO JOCTYITHBIX KOPITyCOB OYEHb
Mano. B craTbe npezacTaBiieH NOAXOA K CO3JaHUI0 CUHTETUYECKUX KOPIIyCOB METOIOM OINpPEJENIEHHs U 3aMEHbI CI0Ba-
KaHAWJIaTa U3 CIHCKa CHAHOHMMHYECKOTO CIOBApsl Ka3aXCKOTO S3bIKA.

Bbuti poBezieHb! TECTOBBIC SKCIIEPUMEHTHI. B pesynbTare ykasaHHbIi Kopityc OblT yBenudeH B 3,37 pasa.

KuroueBblie cjioBa: KOPIyChl, Ka3aXCKUH A3bIK, CAHOHUMBI, ITHTBUCTHUYECKUE PECYPCHI.

Axoamna
M. Paxumosa ‘3, Dwpegh Aoamu > A. Illopmaxosa *, A.Typapbex®, E. Cyreiimernos
L On-@apabu amvinoazer Kazax ynmmulx ynusepcumemi, Anmamor K., Kazaxcman
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3 Axnapammuix scone ecenmey mexuonoausnap uncmumymst, Aimamor K., Kasaxcman
PECYPCTAPBI A3 TIJ1 YHIIH CUHTETHUKAJIBIK KOPITYC KYPY ECEBI

3

CoHFBI Ke3Jiepl MaIIMHAJIBIK OKBITY TEXHOJIOTHSJIAphl MEH HEHPOHABIK eMec JKelijepli MaiijanaHa OTHIPHIN, i31ey
XKyilenepi, MallMHANBIK ayJapMa TEXHOJOTHSUIAphl, COMIICY TEXHOJIOTHSIAPHI JKoHE T.0. CHSKTBI JKacaHIpl TiJIEpAi
OHJICYIIH OpTYpJIi OarbITTaphl OeJICeHl TYpAe AambIn Keseai. by GarpITTapasl JKy3ere acelpy *oHE AaMBITY YIIIH €H
aJJIBIMEH 3JIEKTPOH/IbI TMHTBUCTHKAIIBIK PECypCcTapAbIH KOPITycTap, CO3IKTEp, epesKerep KMHAFHI )KoHe T.0. MiHIeTTepl
menineai. oTkip. by pecypcrap eTe ynkeH xkoHe camaibl 00ybl Kepek. bysr Makanama TypKiTijamec TONThl KaMTUTHIH
pecypcsl TOMEH TUTIEP/IiH KOPITYChIHBIH JKETICTICYIIUTITT Maceseci KapacThIpblIaabl. bysl Ka3ak Tifli CUSKTHI pecypChI
TOMEH TUIAEp YIIiH IpobieMa, eHTKeHi KOJI )KeTiM/Ii KopITycTap eTe as.
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Byn Makanaia Kazak TidiHIH CHHOHHM/IIK CO3IITiHIH Ti3iMiHEH YMITKEp O3l aHBIKTAY JKOHE aYBICTHIPY dIiCi apKBLIBI
CHHTETHKANBIK KOPIYC jkacay Tocini OepinreH. CrIHAK SKCIIEPUMEHTTEpi Kypri3inai. HoTmkecinme kepceTireH Kopmyc
3,37 ecere yiraiiibl.

Tyiiin ce3aep: KopIiryc, Ka3ak TiJli, CHHOHUMAED, THHIBUCTUKAIBIK pecypcTap.

Introduction

The development of a linguistic corpus is one of the main tasks for processing text data and solving various
problems of applied artificial intelligence tasks. The corpus contains special markup, which is additional
information about the properties of the texts included in it. The label is the main characteristic of the corpus;
it distinguishes the corpus from simple collections (or «libraries») of texts. The richer and more diverse the
markup, the higher the scientific and educational value of the corpus [1]. Currently, many languages have their
own corpora. This underlines the importance of the case.

The main tasks of the corps include:

1) Providing scientific research of vocabulary and grammar of the language;

2) Providing open access to the case;

3) Provision of a representative building, that is, a sufficiently large building;

4) Providing a balanced corpus, i.e. such a corpus that would reflect the real correlation of genres in the
language;

5) The opportunity to get acquainted with the language and its features;

6) The ability to search by morphological parameters;

7) The opportunity to learn a language using word translations.

A corpus is constructed primarily to represent language use in a balanced manner in order to study language
empirically on the basis of real data. The role and function of corpora in linguistic analyses can be viewed
from different perspectives, depending on the research questions at hand. Liideling and Kyt6 (2008, p. ix)
summarize the use of corpora in linguistic analyses for three major purposes: (1) empirical support, (2)
frequency information, and (3) meta-information.

The corpus query tools help researchers in finding examples of real language use that are relevant to their
guestions, that is what they now have as an example is a citation of actual language use rather than the
alternative—a made-up example or a sample derived by chance and most often de-contextualized. Providing
evidence for language structure and use from corpora is not limited to a specific level of linguistic analysis but
works at all levels, from sound to form and to function. The data in corpora are tagged and annotated and thus
provide the exact type of sampling that empirically supports the hypotheses. As a repository of real language
samples, a corpus query returns citations of language use that had not been envisaged before. Additionally, the
empirical nature of corpora makes it possible to replicate the analysis conducted, which is not possible with
data based on introspection.The language use captured in linguistic corpora further incorporates “meta”
information for its users in terms of major participants or components of acommunication event. These include
the gender of the participants, their age as wellas their dialectical background, the medium of the text and its
specific genre, among others, all of which provide significant information to a linguist in an analysis of natural
language use in context.

When we narrow down the actual corpus linguistic work conducted over the years, we observe that they
cover major areas. Meyer (2004) lists these general areas which further include many other subfields of
linguistics: Grammatical studies of specific linguistic constructions, lexicography, language variation,
historical linguistics, contrastive analysis and translation theory, natural language processing, language
acquisition, and language pedagogy.

The ever-growing number of publications and the appearance of special journals in the field clearly
underline the increasing importance of corpora in linguistics. It is evident that linguists with different interests
will continue to build and use corpora in the future. As before, contributions from neighboring disciplines like
computational linguistics and natural language processing research will continue to play a significant role in
the future of corpus linguistics. As observed by Sampson (2013), there is currently a rising trend in linguistic
analyses to adopt empirical approaches.

Related works

The first large computer corpus is considered to be the Brown Corpus (BC, English Brown Corpus, BC),
which was created in the 1960s at Brown University and contained 500 fragments of texts of 2 thousand words
each, which were published in English in the USA in 1961. As a result, he set a standard of 1 million word
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usage for creating representative corpora in other languages [2]. The British National Corpus (BNC from the
English British National Corpus) is a corpus of texts of 100 million words containing samples of written and
spoken British English from a wide range of sources[1],[3],[4]. The corpus covers British English of the late
20th century, represented by a wide variety of genres, and is conceived as an example of the typical spoken
and written British English of that time. [http://www.natcorp.ox.ac.uk/corpus/index.xml]

The National Corpus of the Russian Language with a volume of more than 600 milion word uses can serve
as an example of a well-developed corpus. It is divided into such half-corps as: basic, syntactic, newspaper,
parallel, educational, dialect, poetic, oral, accentological, multimedia, multipark, historical. The national
corpus of the Russian language covers, first of all, the period from the middle of the XV1I1 to the beginning of
the XXI century [1].

The existing corpus of Turkic languages include:

1) The Turkish national Corpus of 50 million word usage, which is a balanced and representative corpus
of the modern Turkish language. It consists of samples of textual data in a wide variety of genres, covering a
period of 20 years (1990-2009) [3].

2) Bashkir poetic corpus with a volume of more than 1.8 million word usage. It is the second poetry
corpus in the world. Its peculiarity lies in the fact that the corpus consists of works by Bashkir poets of the XX
and the beginning of the XXI century [4].

3) Tatar National Corpus «Tugan tel» with a volume of more than 26 million word usage. The corpus
contains texts of various genres, such as fiction, texts THEMSELVES, texts of official documents, educational
literature, scientific publications, etc. [5].

4) The written corpus of the Tatar language with a volume of more than 116 million words, with the
number of different word forms - about 1.5 million [6].

5) Almaty corpus of the Kazakh language with a volume of 20 million word usage. It is a linguistically
representative corpus.

The following is an overview of the existing marked-up corpora for the Kazakh language:

1) NCKL (National Corpus of Kazakh Language) with a volume of 200-250 million words is one of the
possible versions of the National Corpus of the Kazakh language as a reference system based on an extensive
fund of marked texts of literary Kazakh, the state language of the Republic of Kazakhstan. Main characteristics
of NCKL [7]:

1. a convenient tool for scientific research, development of textbooks and workbooks of the Kazakh
language, self-study of the Kazakh language, providing most of the word forms with lexico-morphological
analysis and Russian-English translation equivalents;

2. annotated corpus with grammatical and bibliographic markings;

3. linguistic representative corpus;

4. the case, which is in the public domain;

5. the balance of the corpus, which includes literary, scientific, journalistic texts.

6. The texts are composed of 5 styles of the Kazakh language (artistic style, scientific style, journalistic
style, paper style, speech style).

7. The user can search by word, word form (word variant) and see a list of sentences that use the searched
word and their source.

2) KLC (Kazakh Language Corpus) is a large-scale corpus containing more than 135 million words and
containing five main stylistic genres (areas): literary, journalistic, official, scientific and informal. KLC
contains an annotated corpus for reading and speech (RSC), which includes audio recordings of words, phrases,
sentences (from all genres), news articles and excerpts from books that have been carefully selected from the
primary part of the corpus. Each audio file is accompanied by a label file and a corresponding text transcript.
In addition, some of the transcripts were grammatically annotated, that is, part of the data has several levels of
an-notation: audio (word segmentation), lexical and morphosyntactic. In total, the RSC contains 10 GB or
more than 40 hours of speech [8].

In recent years, the Kazakh language has become an object of major concern to linguists. Several scholars
have attempted to make up a corpus of the Kazakh language that would be of great significance in natural
language processing tasks, including information retrieval and machine translation. One of the first attempts
to compile a Kazakh corpus was made in 2013; it contained more than 135 million words belonging to five
different stylistic genres. Rakhimova and Zhumanov (Rakhimova, D., & Zhumanov, Z. (2017). Complex
technology of machine translation resources extension for the Kazakh language. Advanced Topics in
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Intelligent Information and Database Systems, Studies in Computational Intelligence, 710, 297-307.) created
a multilingual parallel corpus of general words in the Kazakh, Russian, and English languages using the
Bitextor application and demonstrated how dictionaries could be enriched with new words without special
linguistic knowledge.

The above mentioned developments were implemented with the help of modern tools and technologies in
IT. When creating a marked-up corpus, special procedures and functions performed on the text are used, such
as text pre-processing, text collection and markup (tagging), etc. But unfortunately, these resources are not
available to researchers as source material. The above platforms are not user-defined and do not allow you to
get full resources. Collecting and processing data for the development of enclosures takes a lot of time and
effort. There is also an acute problem of lack of electronic linguistic data for low-resource languages, which
include a group of Turkic languages (Kazakh, Kyrgyz, Tatar, Uzbek, etc.) with complex agglunative
morphology and syntactic structural form.

Methodology

The authors present an approach for the development of a synthetic corpus for the Kazakh language. This
approach consists of two main parts:

Part 1 - Preprocessing and analysis of the syntactic structure of sentences based on the linguistic rules of
the Kazakh language. In this part, text preprocessing is performed. The syntactic analysis of the text allows
you to identify candidate words for which alternative synonyms will be determined.

Part 2- For candidate words , a set of synonyms is determined from the catalog and further probability
subtraction is performed . Further, the work of this approach will be described in more detail.

Part 1

The correct structure of the general sentence and the correct transfer of meaning directly depend on the
correct location of the members of the sentence in the sentence. How the order of words in a sentence should
be is not a matter of the will of the writer or the speaker. Each language has its own internal laws and rules
about it. When making sentences, it is better to take them into account and use each word in its place.

As a general rule, the verb is at the end of the sentence, the subject precedes it, the determinant precedes
the defining word, the complement and the finisher precede the words to which they relate.

If we show it using examples.

Let's consider a sentence consisting of the initial and the narrator:

6acTayblll COMNEMHIH, OasiHIaybIII COMIEMHIH
6acblHaa COHBIHJIA

On GiTipA, .

We can place the object and adverbial modifier between subject and verb. Adverbial modifier is in fron of
the verb in most cases. Lets add adverbial modifier and object to the initial sentence

KOII XKaF/aiia MbICHIKTaYbILI
OasHayBIII aJJIbIHAA KYPEei

On mekKktenti 6ubln  BiTipAai.

If adverbial modifier means the season, it can be replace the subject in the beginning of the sentence.

ME3TiI MBICBIKTAYBIIIT ceitieM
OaceIHa Keme ajiaJibl

Bubin on mekTenTi bGiTipai .
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Attribute is placed in front of the member of sentence which is being described. If it’s describing the
subject, then it goes in front of the subject, same as for objects and adverbial modifiers.

Let’s attribute the subject. Firstly, replace “He/She” by the word “Daughter”, then add attribute for the
word “Girl” itself

AHBIKTAYBIII
68.CTElyI>ILUTI>IH aJIAbIHIA

A3amaTTblH, KpbI3bl MeKTenTi 6ubln  biTipai .

Whose daughter: Azamat’s daughter.
Now lets find the object.

AHBIKTAYBbIII
TOJIBIKTAYBIIITBIH aJIAbIHAA

On opta MmeKktenTi 6ubin  GiTipai .

What school: middle school.
We can put an attribute to the adverbial modifier if it’s a noun. For example:

On vywure Kengi.

OCBI JKEpJEri «y#rey nereH
IIBICHIKTAYBIIIKA aHBIKTAYBIII KOCAHBIK

On e3iHiH YyiiiHe Kenmi .

Subject can be represented as a noun, adjective, numeral, pronoun, dead-end verb, interjection, adverb
and imitative word in the sentence. For example,

Numeral: Adults (who?) sat on the bench

Dead-end verb: Polite speech (what?)- a sign of decency

Imitative word: Dabyr-dubur (what?) began to be heard up close.

The verb can work as verb, numeral, noun, adjective, pronoun, auxiliary verb and imitative verb. For
example:

Noun: Today's youth is a happy youth.

Auxiliary verb and imitative word: Kener annene Tapc erri. KyanranHas xy3i KyJIMiH-KyJIMiH eTeqi.
Suddenly there was a bang. He has a lot of fun and fun.

The object can be represented as a noun or pronoun, numeral, adjective, dead-end verb, adverb that means
a noun. For example:

Noun: A person who respects his parents (who?) will not be a fund.

The numeral: One hundred-twenty-four (what?) is not divided without a residue.

Parts of speech that can be a adverbial modifier: adverb, adjective, the numeral, noun, adverbial verb. For
example:

Adjective: The speaker spoke for a long time.

Gerund: Aigerim smiled at this word with a smile.

Noun, adjective, numeral, pronoun and participle can work as an attribute in the sentence

The numeral: There are seven wonders that have gone down in history on the land of Kazakhstan.

Pronoun: This book educates a person to virtue and common sense.

Once we know parts of speech of the members of sentence, we can generate different sentences by
substituting them within the same sentence.

Generating new sentences by changing the subject:
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mekTenTi 6ubin GiTipai .

Generating new sentences by changing the object:

MeKTenTi
WMHCTUTYTTbI
KYPCTbI
KiTan okyAbl

On 6ubin GiTipa.

Generating new sentences by changing the adverbial modifier:

6ubin

2020 »xbinbl
Y34iK

OMHan xypin

On meKTenTi 6iTipa,.

Generating new sentences by changing the attribute:

opTa
Keke
rYMaHUTap/bIK,
6arbiTTafbl 211-wi

On

meKTenTi 6ublin GiTipAai.

The verb change depends on the complement that precedes it. Because in this sentence, the word «finished»
requires that the complement be in the income clause. If I put another verb» camey, it requires the complement
to stand in the leopard and eastern declensions.

However, it is precisely by giving synonyms for the verb that we can generate new sentences:

GiTipai
afKTagbl
On mekTenTi 61bIN ToMamAaabl

Kanfacrtolpabl

The basic rules of syntactic structures of sentences for the Kazakh language are presented above. And |
take into account the linguistic rules and properties of the Kazakh language, the main parts of speech and
candidate words have been identified, which can be replaced with various other words, it is possible to increase

the number of correct sentences in the corpus. Next, the compilation of synonyms for candidate words will be
performed.
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Part 2

It is necessary to create synonyms for the Kazakh language. Synonyms when creating a catalog, an online
dictionary was used. The thesaurus.com from the site dictionary.com recommended by the world's largest and
most reliable free online thesaurus.

Dictionary.com is the world's leading online source for definitions, word origins and more tools.
Dictionary.com reveals the secrets of the English language for millions of people. Dictionary.com it is a tool
that tries to inspire connections, communication, learning, creativity and things in many areas in a world that
works with words. Dictionary.com - the world's leading digital dictionary. This dictionary offers millions of
English definitions, spellings, sound pronunciations, sample sentences and word origin. The main proprietary
source for this site is the Random House Unabridged Dictionary, which is regularly updated by a team of
experienced lexicographers and supplemented by reliable, recognized sources, including American Heritage
and Harper Collins, to support various language needs. It also offers a translation service, a crossword solution
and a lot of editorial content that will be useful for advanced word lovers and English language learners.

For more than 20 years thesaurus.com it has been helping millions of people improve their English
proficiency and find a specific word with more than 3 million synonyms and antonyms.

The Beautiful Soup library was used for using synonyms from thesaurus.com Beautiful Soup is a Python
library used to extract data from HTML and XML files, or parser for syntactic analysis of HTML/XML files
written in the Python programming language [9].

After finding the wrong words in the initial first task in the research work, thesaurus.com is used to find
synonyms of English versions of the same identified wrong words . All English synonyms found are translated
into Kazakh using Google translator and saved in a file. Then a catalog of translated Kazakh synonyms will
be created. Automatic directory creation is described in the following algorithm.

Algorithm. The algorithm for finding synonyms for a word consists of the following steps:

1. Incoming data: ;" - translated words in the Kazakh language

w," - English word according to the Kazakh language.

Kas =

. Findw;™ in the synonym catalog.

Kas

Cf w;

Kas

is in the catalog, show the list of synonyms of W;™, go to the 8" step, else do the 4™ step.

2
3
4. W?m - choosing a synonym with a high probability for replacement (go to the same module).
5. Find w™ from English synonym words. (3,5 million words)

6

. Translate synonyms of w"“ into Kazakh language by Google Translate

7. On the new line, replenishment (expansion) of the catalog with Kazakh synonyms of W’Jf”g. Release the

list of synonyms

8. End.

Following these steps, a list of translated synonyms is created. Then the directory will be created
automatically.

The algorithm for creating an automated catalog of synonyms for words is carried out as follows:

- After finding the translated words from the target sentence T, the English version of this word is taken
from the S sentence. Then a list of synonyms for the word S* is created from the site [thesaurus.com] and
recorded in a file.

- Then, using Google machine translation, each synonym was translated and a list of synonyms in the
Kazakh language was compiled.

- In the next step, the found synonyms in the Kazakh language are copied to the directory in the form of
an entry with a list of all possible alternatives.

In this way, these steps are applied to the found words. Applicable online dictionary on thesaurus.com
can be seen in the following figure 1.
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Send feedback

ba by ) 7 Seedefinition of baby on Dictionary.com
un INFARt verd treat like a child

s miniature o

SYNONYMS FOR paby © +, Compare Synonyms

diminutive little: mini petite wee

dwarf midget minute small tiny

See alsa synonyms for: babied / babies / babyhood / babying / babyishness / babyish / babylike

Figure 1. Synonyms of word “baby” in thesaurus.com

The words shown in Figurel are all possible equivalent words, for example this catalog shows English
versions of the wrong words. The thesaurus.com site was used in software development using the Beautiful
Soup library. For example, the mistranslated word baby has synonyms such as:

Baby: diminutive, dwarf, little, midget, mini, minute, petite, small, wee, tiny and etc.

Found incorrectly translated synonyms in English words are translated into Kazakh using Google translator
and recorded in the catalog. Each new word in the Kazakh language and its equivalents are recorded in a new
line of the catalog. The short snippet type of the directory entry looks like this:

1. Less, not enough, slight, limited

2. .

40. Respectful, good, justice, kind, charming, favorable, wonderful, unusual

41. baby, dwarf, very small, small ... etc.

The vocabulary used in the catalog can be seen in the following table 1.

Table 1. Information about the catalog. Catalog consist of kazakh and English synonyms

Vocabulary in English Vocabulary in Kazakh
More than 3.5 million More than 7000

In fact, this is a catalog of synonyms in the Kazakh language, the volume of which is 1000 lines. The
directory is indexed by the first word. Each line of the catalog contains synonyms for the wrong words, that is,
there are fifteen to Seventeen synonyms in each line of the catalog with 1000 lines of incorrectly translated
words. Each new error word and synonyms found are saved to a new line in the directory. If the desired
incorrect word is found when searching in the directory, then to use tables related to it, a table with the same
number is opened, taking into account the line number of the wrong word in question. For example, the words
polite, good, fair, kind, charming, acceptable, wonderful, unusual in the above catalog list are located on the
fortieth line, that is, the required table number associated with these words is designated as fortieth [10].

Next, using the maximum entropy method, we calculate the probability of the best element from the list of synonyms
for various parts of speech for the Kazakh language.

In the maximum entropy model:

P(clx):%epo/‘tjfj (1)

Here Z is the normalizing factor.
Equation that calculates the probability of X in Class ¢ given at maximum entropy (equation 2):

eXp(i /i'ue fije (c, x)) )

PP(c|x)= y
> exp(z At e %)

c'eS®
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Where,

fije (c,x)=1, if X= Z(J-e &c= Sie ( X C-ubIH TipKeci) 3)

0, kepi xarmanga
® — polynomial word,
¢ — class of synonyms,
Z; — j-th property word of Class ¢ (Sie)
X—word under study,
N ¢ — number of features for ®°

e

A; = the weight of the feature ;|

S® — set of synonyms for @°

The calculated results according to formula 3 can be seen in table 2.

Table 2. ° word frequency o'

e

( @ 2%, 2%, A z°4 z%s L.
st 0 1 0 1 0 0

.
p < sgy 0 5 0 6 0 0
s o1, 1 0 0 0 1 0

J
<% gy 1 0 0 0 6 0
\

Where gij — frequency. For the synonym s;° of the polynomial word @°, the frequency g and the property

f were used and the weight A° was calculated. For this, the data in Table 2 were used:

A _ 9ufe _g/99-045 A =esl¢

27 N® 4 N
Zglj flj Zglj flj
-1 =t

where, g; - the frequency of word propery z; for synonym s; (phrase frequency fors; ).

=6/11=0,54

The calculation of weight A° of polynomial word @° and synonym word s5 shown below:
f
hy=-daln 117014 Jpy =515 _6/7-0,85
Zgzjfzj Zgzjij
=1 j=1
The full result with calculation can be seen in Table 3.

Table 3. Calculation of the semantic cube for the word @°

o Zel Zez Ze3 Ze4 Zes ZNE
sy 1 0 0 0 1 0
2 Ay 0,14 0 0 0 0,85 0
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The calculation of the probability of a class of synonyms by the formula (3) will be as follows:
gl % *g0™ 0,243 0,243 _

P S | X)= = = ~ 067
(1% gl *g0® 4 g% *e%%  (0,243+0,119 0,362
g™t *g0® 0,119 0,119
P(s, | X) = 045 % 2054 | 014 % 085 = ~0,33
et *e M e *e 0,243+0,119 0,362
Then apply the classification formula:
¢ =argmax P(c| x) (4)

ceC

Hence, ynonym class s, is chosen where P(S; | X) is maximum. For example, chosen synonym appears to
be s1, because the value P(s; | X) shows the biggest (maximum) [11-15].

Results

To implement the work and test the approach, it was initially necessary to take a corpus of the Kazakh
language in the amount of 120 thousand sentences https://github.com/NLP-KazNU.

First of all, the text was preprocessed:

Text preprocessing translates text in natural language into a format convenient for further work.
Preprocessing consists of various stages, which may differ depending on the task and the implementation of
subtasks:

- Translation of all letters in the text to lowercase or uppercase;

- Deleting digits (numbers) or replacing them with a text equivalent (regular expressions are usually used);

- Removing punctuation. It is usually implemented as removing characters from a predefined set from the
text;

- Removing whitespaces (whitespaces);

Partial markup- morphological and syntactic analysis of the text is performed using the platform
(https://github.com/apertium/apertium-eng-kaz).

Next, candidate words are identified for each sentence, in particular, these are parts of speech - nouns,
adjectives, pronouns and verbs. Next, a list of synonyms is compiled for a certain word and for each element
we subtract the probability of the best element from the list of synonyms for various parts of speech for the
Kazakh language. Further, the elements obtained from it were automatically substituted into the text. Using
this approach, a syntactic corpus with a volume of 405,612 sentences was obtained.

Conclusion

Based on the results of this work, the following results were obtained: Corpus systems for low-resource
Turkic languages were analyzed. Based on the linguistic properties of the Kazakh language, candidate words
for replacement have been identified. An algorithm for determining synonyms for the Kazakh language has
been developed. An automated catalog of synonyms for the Kazakh language has been developed, in which
there are more than 7 thousand entries. From the resulting array of synonyms, words with the highest
probabilities for various parts of speech for the Kazakh language were calculated. Test experiments were
conducted. As a result, the specified case with a volume of 120 thousand sentences was increased 3.37 times
to 405 thousand sentences. This approach is convenient because it does not require large resources and can be
adapted for other various low-resource Turkic languages. That will allow you to get high-quality electronic
enclosures.
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