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ANALYSIS OF THE QUALITY OF NOISE GENERATORS

Abstract

A noise signal is a set of simultaneously existing electrical oscillations, the frequencies and amplitudes of
which are random. As a rule, it is impossible to trace any regularity in the change in the instantaneous values
of the noise. At the same time, such signals have certain probabilistic characteristics. The authors set
themselves the task of assessing the quality of acoustic noise generators using various methods: determining
the noise quality factor using asymmetry and kurtosis coefficients; determination of the entropy quality factor;
determination the entropy coefficient of the quality of the distribution of the envelope of the noise signal. To
assess the quality of the generators, an acoustic noise generator, which is used to protect acoustic information
in the office, was taken as a control sample. It is also proposed to use a generator created with Python software
using a pseudo-random sequence. Based on the results of the work, a conclusion was made about the use of
the proposed methods for assessing the quality of noise signal generators.

Keywords: noise generator, noise quality factor; pseudo-random sequence generator; pink noise; entropy
coefficient of quality; envelope noise signal.
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Anoamna

Iy curHampl — XUUTIKTEpI MEH aMILTUTYyAalapbl Ke3leHCOK OojaThiH Oip yakKbITTa OOJATBIH SJIEKTP
TepOeiCTepiHiH KUBIHTHIFBL. OIETTE, IIY/IbIH JIC3/I1K MOH/ICPIHIH 63repy 3aHAbUIBIFBIH 0alKay MyMKIH eMec.
CoHbIMEH Katap, MYHJIail CUTHAIIAp/IbIH Oenriii 0ip BIKTHMAIJIBIK CHUIIaTTaManapsl 0ap. ABTopiap apTypi
onmicTepal KoJiiaHa OTBIPHIN, aKyCTHKAJBIK LIy Te€HEePaTOPJIAapbIHBIH CamacklH Oarajiay MiHAETIH KOWIBIL:
ACCUMETPHS KOHE KypTO3IBIK KO3(h(hUIMEHTTEepAl TalijjaiaHa OTBIPBIN, Iy CanachlHBIH K03(dummeHTiH
aHBIKTAy; SHTPOMUSIHBIH cana KOd(Q(QUIMEHTIH aHBIKTay;, Iy CHTHAJBIHBIH KAOBIKIIACHIHBIH Tapany
carachlHBIH SHTpONHS KO3QPHUIIMEHTIH aHbIKTay. ['eHepaTopiap/pIH canaceiH Oaranay yiIiH Oakpuiay yJrici
peTiH/e aKyCTHUKAJBIK LIy TE€HEepaTOpbl aJbIHIBI, O KEHCEeAeri aKyCTHKAIBIK aKIapaTThl KOpray YIIiH
konnganpuianel.  CoHpali-ak  MceBAOKe3[ecoK  Ti30ekTi  maiimanansim  Python — Oarnmapiamanbik
KacaKTaMachIMEH jKacallFaH TeHEepaTOpIbl MaiiianaHy YChIHBUIAABL. JKyMbIC HOTHXKenepi OOWBbIHIIA Iy
CUTHAJIBIHBIH T€HEPAaTOPIIapbIHBIH CalachlH OaranayIblH YCHIHBUIFAH 9/1iCTEPiH KONJaHy Typabl KOPBITHIH/IbI
Kacaibl.

Tyiiin ce3nep: my reHepaTopbl, My canachbHbIH KO3()(HUIMEHTI; IICEBIOKE3IEHCOK PETTIIIK TeHePaTOPEI,
KBI3FBUIT IIY; cara 3HTPonus Ko3((UIMEHT]; U1y CUTHAJIBIHBIH KOHBEPTI.
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Annomayus

[IlymMOBOM CHTHAT — 3TO COBOKYIHOCTH DIIEKTPUYECKUX KOJICOAHUM, YaCTOTHl M aMILIUTYJIbI, KOTOPbIC
OJTHOBPEMEHHO CYINECTBYIOT W HOCIT CIydaiHbli Xapaktep. Kak TpaBuiio, IITyMOBBIC CHTHAEI
XapaKTepPU3yITCS TEM, YTO HEBO3MOXKHO MPOCICAUTh 3aKOHOMEPHOCTH B WX 3HadyeHUsAX. OJHAKO CTOUTh
OTMETHUTb, UYTO B TAKUX CUTHAJIAX BCE KE MOXKHO BBIICTUTH HEKOTOPHIC 3aKOHOMEPHOCTH. ABTOPBI IIOCTABHIIU
nepes; co0ol 3a7a4dy OI[CHUTh Ka4eCTBO aKYCTHYECKHUX TEHEPATOPOB [ITyMa, HCIOJb3Ys Pa3IMIHbIC METOIUKH:
onpeaeneHus Kod(hunreHTa kagecTBa IrymMa ¢ UCIOIb30BaHneM KO HUIIEHTOB aCHMMETPHH H 9KCIIECCa;
OTNpE/ICTICHUST SHTPONMMHOTO KO3((UIMEHTa KauecTBa, OMNPEICIICHUS SHTPONMUHHOrO KO3(PQUIMEeHTa
Ka4yecTBa pacrpelielieHusI OTHOAIONIeH MyMOBOTO CUTHANA. J[Jis OllEHKH KayecTBa reHepaTopoB B KA4eCTBE
KOHTPOJIBHOTO 00pasna ObLI B3AT IeHepaTop aKyCTHYECKOTrO ITyMa, KOTOPBIM HCIONB3YeTCs IS 3allUThl
aKycTHuYecKoi nHpopmMarmu B opuce. Taxke NpeasioKeHO UCTIONB30BaTh TEHEPATOP, CO3aHHBIN C IIOMOIIHIO
nporpaMmmMHoro odoecneuenus Python npu momoru nceBaocy4aiHoi nocienoBareabHocty. [1o pesynbpraram
paboThI chenaH BBIBOJ 00 WCIOIB30BAHHM IMPEIOKCHHBIX METOMWK JJIsi OLECHKH KauecTBa T'€HEpaTOPOB
IIIYMOBOT'O CUTHAJIA.

KaroueBble cjioBa: reHepatop Iyma, kKo3(Q@UIMEHT KadyecTBa IIyMa; T'€HEepaTop ICEBIOCTydYaitHOH
MOCJIeIOBATEILHOCTH, PO30BBIA IIIyM; SHTPONMUUHBIN KOA(M(GUIIMEHT KadecTBa; OTuOAaroNias IIyMOBOTO
cHUrHana.

Introduction

The problem of protection and processing of speech information is one of the information security
problems. In today's world, with increasing volumes of processed data, the amount of speech
information in institutions and enterprises is also growing, in the process of holding various meetings,
conferences etc. At Fig. 1 is represented acoustic information leakage channels.

A common feature of the appearance of these channels is the influence of acoustic signals. Thus,
you can simply listen to acoustic signals by placing a listening device in the air duct, or remove
window vibrations from an acoustic signal using a vibration sensor.

Understanding that acoustic, and even more speech information, can be captured by various
devices and is the main source of information leakage, the problem of protecting such information
remains relevant. In accordance with the general methods of information security, the following
methods are used to protect against eavesdropping [1-2]:

- structural camouflage

- energy hiding.

Structural camouflage can be implemented in the following ways:

- encryption of semantic information in functional communication channels;

- of electrical and radio signals’ technical closure through telephone channels;

- disinformation.

Energy hiding can be implemented with:

- sound insulation of the acoustic signal;

- absorption of sound of acoustic waves;

- noisy room with other sounds (noise, interference), which provides masking of acoustic signals;

- detection, localization and extraction of embedded devices.

In this work, the authors decided to investigate noise generators placed in the room to prevent the
detection of speech information.

To prevent information leakage during meetings, it is necessary to provide guaranteed information
protection, which can be organized using active means, for example, using masking noise generators.
A large number of works are devoted to the development and research of various methods for
processing and protecting speech information, as well as determining the intelligibility of speech
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messages as the main indicator of their security, for example [1-6]. However, it must be remembered
that a noisy informative signal can be filtered, and in case of poor-quality masking, an attacker will
gain access to protected information. Therefore, there is a problem associated with assessing the
quality of the noise signal generated by active protection means.

C) d)

Fig. 1. Examples of acoustic information leakage channels:
a) acoustic; b) vibroacoustic; c) acoustoelectric; d) laser

There are three general trends in the development of such generators. The first trend is the use of feedback
to control the spectrum of the noise signal and its level, which is selected depending on the level of the acoustic
signal that needs to be masked. The second trend is the creation of a closed communication chain for
conversations between negotiators. It is implemented either by encrypting conversations transmitted in a space
isolated from the surrounding acoustic environment, or by using special interference outside this space, which
does not allow the removal of intelligible acoustic information outside it. The third trend is the use of mixed
noise, which consists of soft music, noise and voice signals of several participants in a conversation, shifted in
time and inverted in spectrum. Such a mixture of signals does not allow you to remove an intelligible
conversation signal. Even if you record a disguised conversation and clean it up with currently known methods,
it is impossible to get intelligible signals. With this method of masking, the level of interference emitted into
the premises is significantly lower than the noise level emitted when using a conventional generator.

Itis crucial to choose the right noise generator for your application. Depending on the application, you may
need a generator that produces noise in a specific range of frequencies: white, pink or brown noises. The power
of the output signal can be crucial. Also it is essential that the noise generator maintains a constant level of
noise over an extended period of time.

Effective confidential information protection using masking noise generators is an important task that use
government and commercial institutions. However, there is no unified approach today to assess the quality of
masking noises and the existing methods need to be seriously improved.
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Information [7, 8] and energy [9, 10] criteria are used to determine the masking noise’s estimated
characteristics. The first group of criteria takes into account the statistical parameters of the noise signal in the
time domain and enables the determination of the digital noise quality factor. Based on mathematical
expectation, calculation of variance and entropy of current sample values and their envelope, the degree of
approximation of some reference distributions is calculated. Such methods aim to find the degree of uncertainty
of the current values of the expressed noise signals, for example, through the entropy quality factor of the
masking noise.

The criteria of the second group for guaranteed information protection use the postulate of the need to
overcome the noise energy by means of a masked signal. That is why integral indicators are used to check the
guality of noise, which take into account the excess level of noise in relation to the level of the information
signal. For example, the entire frequency range of noise masking can be divided into several octave bands, in
the middle frequencies of each of which the noise level is measured [9].

From the point of view of the energy efficiency of creating masking noise, as well as the direct
determination of their probable properties, informative criteria are of the greatest interest.

Research Methodology

Before presenting methods for determining noise quality factors, it is necessary to analyze information
about pink noise used in generators to mask information.

Pink noise (flicker noise) is noise whose spectral density changes with frequency f according to the 1/f law.
This ensures that the interfering signal has the same energy per octave. Sometimes pink noise is any noise
whose spectral density decreases with decreasing frequency (Fig. 2).

Magnitude response of the audio signal
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Fig. 2. Graph of the spectral density of the noise signal in the range of 180-5600 Hz

Therefore, pink noise is characterized by the constancy of energy within each octave of frequency
change. This means that the spectral density decreases with increasing frequency according to the
logarithmic law. Such noise is widespread in nature and many random processes obey it.

The following are the various techniques described in the literature for characterizing the quality
of acoustic noise emitted by generators.

Method for determining the noise quality factor using the skewness and kurtosis coefficients.

This technique was developed to assess the quality of the electromagnetic noise field, however,
the authors made an attempt to use it for pink noise generators, which are used to actively mask the
speech signal. The methodology is as follows [7]:

1. Obtaining a sample of the noise signal in discrete form.

2. Determination of means my of the obtained sample.

3. Calculation of the second my, third msz and fourth m4 central moments.
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4. Determination of the calculated values of the skewness y, = ™ _ and kurtosis coefficient
m2

w

Vo = m—‘; —3 of study sample.
m2
5. Determination of the noise quality factor by the formula

®=1.06987 + 37, —1.561n (e”e 1+0.037602 )

The following techniques are reduced to a series of computational operations performed on the
quantized measured values of the electrical signal into which the masking noise is converted. The
basis of these methods is a calculation of degree of uncertainty of the law of distribution of the
masking noise’s instantaneous values, as well as the entropy of the distribution law of the envelope
values of the noise signal.

The papers [9-13] introduce the concept of entropy noise quality factor. These coefficients are
calculated according to certain reference distribution laws. Under the restrictions imposed on the
mean power, the standard distribution law for instantaneous values of masking noise is normal. At
the same time, for the envelope of normally distributed instantaneous values of the masking noise,
the reference law is the Rayleigh distribution.

Method for determining the entropy quality factor.

In a number of works [12, 13], instead of finding the noise quality factor described above, it is
proposed to find the entropy noise quality factor. Entropy makes it possible to evaluate the masking
properties of interfering signals, regardless of the specific methods of their reception and processing.
The task of choosing the most effective interference is reduced to determining such a distribution of
interference, in which, for given statistical properties of the signal, the reproduced information by
means of technical intelligence would be minimal.

The entropy calculation is reduced to constructing a histogram of the probability density
distribution p(x;), after which it is necessary to use the formula

H (0 ==Y p(x)log(p(x)), (1)

where p(x,) - the probability of a sample element falling into the i-th range of the histogram, n is

the number of histogram ranges.
The entropy noise quality factor is found by the formula

€2H (x)

: )
2re
Method for determining the entropy coefficient of the quality of the distribution of the envelope
of the noise signal. This technique is similar to the previous one, but the entropy is found not for the
sample of the noise generator, but for the sample of the envelope of the noise generator, which must
be subject to the Rayleigh distribution. The algorithm for determining the quality factor is as follows
[4]:

1. Finding the envelope of the noise signal by the formula

A) = \[s(t)” +5, ()",
where s (t) - coupled (according to Hilbert) function, which is defined as the imaginary part of
the analytical signal

7/:

S, (t) =s(t) +is, (1) .
2. Construction of a histogram of the distribution law of the envelope noise signal.
3. Finding the entropy of the distribution law of the envelope by formula (1).
4. Finding the parameter of the standard Rayleigh distribution r by the formula

0
H, Y
22 tlnr=M[Inx]+1+£-1n+2,
2r? [Inx] 2
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where 4, - the second moment of the distribution law of the noise signal envelope; M[Inx] - the
mean of the natural logarithm of the values of the envelope of the noise signal, » - Euler constant.

5. Finding the entropy of the standard Rayleigh distribution using the formula H :1+%+ In(Lj

2

6. Finding the entropy quality factor of the distribution of the envelope of the noise signal by the

formula 7 =e™".

Research results

The results are also shown for each considered technique separately.

Method for determining the noise quality factor using the skewness and kurtosis coefficients.
According to this technique, the noise quality factor should be in the range from 0.8 to 1.0. The
authors conducted experimental studies with pink noise generators of various brands, and also
conducted an experiment on generators built using a pseudo-random sequence of numbers
implemented in the Python software environment. The results for all 10 s samples (441,000 samples)
gave the noise quality factor results shown in Table 1.

Table 1. Estimated indicators of noise quality factor using skewness and kurtosis coefficients

Noise generator

Skewness coefficient

Kurtosis coefficient

Noise quality factor

Brand generator

0.0119

-0.1219

0.9936

Created from a pseudo-

-0.0089

-0.6998

0.8823

random sequence

As can be seen from Table. 1, this technique has shown that it is possible to use in practice both
branded generators of different brands, and a noise signal obtained from a pseudo-random sequence
of numbers.

Method for determining the entropy quality factor. Entropy noise quality factor should not exceed
1. However, in the course of research with different pink noise generators, the authors made sure that,
using formula (1) to find the entropy, the entropy quality factor exceeds unity hundreds of times,
which makes it impossible to use this formula. Therefore, it was decided to use a different formula to
find the entropy.

Considering that pink noise generators were used in the study, it should be noted that pink noise
obeys the normal distribution law. This was confirmed by finding a histogram for noise generators
(Fig. 3). It should also be noted that the obtained histogram results are the same for all generators
used in the experiments.

10

probability of occurrence of elements
&

ol . : ]
-1 08 06 04 02 o 0.2 0.4 0.6 0.8
sample element values

Fig. 3. Histogram of the noise generator

98




Abaii amvinoazer Kaz¥I1Y-uiy XABAPIIBICHI, « Duzuka-mamemamura sviiimoapsly cepusicol, Ned(84), 2023

In this regard, it was decided to replace the entropy according to formula (1) by finding the entropy
for the normal Gaussian distribution, which has the form

H(X) =In (\/27[862 ) (3)

where o - sample variance.
Using formula (3) to find the entropy noise factor, the authors obtained the results shown in
Table 2.

Table 2. Results of determining the entropy noise quality factor

Noise generator Entropy coefficient Average signal power Signal quality factor
Brand generator 0.0534 0.0533 1.0

Created from a pseudo- 0.2118 02118 10
random sequence

As can be seen from Table. 2, the entropy coefficient is equal to 1 for all types of generators used
in the experiment. It should be noted that the authors also changed the sample length (signal duration),
changed noise levels and quantization levels, but the results of finding the entropy coefficient of
signal quality were always in the range of 0.99-1.0.

Thus, we can conclude about the inefficiency of using the technique for determining the entropy
noise quality factor in practice.

Method for determining the entropy coefficient of the quality of the distribution of the envelope
of the noise signal. It should be noted that when using formula (1) to find the entropy coefficient by
this method, the entropy coefficient was in the range of 0.01-0.02. However, these results are not true.

Therefore, the authors decided instead of using formula (1) to use the formula for finding the
entropy of the Rayleigh distribution:

o Y
H=1+ In(ﬁ}L 5
where & - standard deviation, y ~0,57721566490153286060 - Euler constant.
After a series of experiments using this method, the authors obtained the results shown in Table 3.

Table 3. Results of finding the entropy quality factor of the distribution of the signal envelope of the noise
generator

Entronv of the Entropy of the
Noise generator Py Rayleigh reference Entropy quality factor
envelope AP
distribution
Brand generator 1.0059 0.8661 1.15
Created from a pseudo- 0.3124 0.8661 0.5748
random sequence

As can be seen from the obtained results, the method for estimating the entropy quality factor of
the noise signal envelope distribution is the only method that gives different results for different types
of noise generators and requires further statistical development to determine the interval responsible
for the adequate operation of noise generators.

Discussion

After analyzing the currently existing methods for assessing the noise quality factor, the authors
came to the conclusion that they need to be improved. In addition, the authors believe that for a more
detailed assessment of the masking features of pink noise generators, it is not enough to find only the
noise quality factor. It is also necessary to introduce other estimates for a more detailed justification
of the expediency of using one or another pink noise generator in practice.
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Conclusions

According to the results obtained in the work, the following conclusions can be drawn.

- Various techniques for determining noise quality factors for pink noise generators are
considered.

- Practical results are given for each considered method.

- Conclusions are drawn about the expediency of using each of the methods.
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