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Abstract

Browsing information on the internet in daily life has become a common activity for computer users. Since
thousands of Internet news are published on the Internet every day, it is difficult to effectively retrieve and
summarize the relevant documents. Therefore, the keyword or keyphrase extraction technique is used to
provide the main content of a particular web page. Due to such needs, the use of keywords allows the reader
to access the sought-after information easily and quickly. In this article, Random Forest and XgBoost (Extreme
Gradient Boosting) algorithms, which are machine learning algorithms, were tested The results were obtained
on the 500N-KPCrowd dataset, which consists of English-language news content widely used in the literature,
and compared with the results obtained from the Kazakh language datasets. For the Kazakh data set, the highest
result in the literature was achieved with the best F; score of 0.97. For the 500N-KPCrowd data set, the best
F1 score of 0.70 was obtained.

Keywords: keyword extraction, machine learning, Random Forest, XgBoost, statistical features, graphical
features.

A.A.A6ubymnaesal, I.'H.Ka36ekosa.!, H.M.)Kynucos!
1 Koxa Axmer Slcaym aTbinarsl XanbIKapajiblK Ka3ak-Typik yHusepcureti, Typkicran K., Kazaxcran
MAHIIMHAJIBIK OKBITY AJITOPUTMAEPIHIH KOMEI'IMEH KA3AK TIJITHAEI'T
MOTIHHEH TYWUIH CO3JIEPII AJIBIIT AJTY

Anoamna

Kynaenikti eMipie MHTEPHETTET1 aKMapaTThl IIONY KOMIBIOTEp MaiJallaHyIIbIIaphl YIIiH OAeTTeri
opekeTke aifHamapl. MHTepHETTE KYH cailblH MBIHJaFaH WHTEPHET KaHAJBIKTAPhl KapUSIAHATHIHIBIKTAH,
THICTI KYKaTTap abl TUIMJII TYPJIC aly )KOHE KOPBIThIH IbIIAY KUbIH. COHBIKTAH Oelrii Oip Be0-0eTTiH Heri3ri
Ma3MYHBIH KaMTaMachl3 €Ty YIIiH KT ce3/i Hemece TYHiHI Qpa3aHsl amy ofici KommaHpuiaasl. OchlHAaM
KKETTUTIKTepre OaiIaHbICTHI TYHIHAL CO3/Iep/i KOMAaHy OKbIpMaHFa KaKeTTi aklapaTKa OHal )KoHE KbLIIaM
KOJI JKETKi3yre MYMKIHAIK Oepezi. By Makanama MaliMHaJIBIK OKBITY aJTOPUTMICPi OOJIbIN TaObLIATHIH
Kesneiicok opMman sxoHe ['pamWeHTTI KyIIeHTy anropurmaepi Texcepinmi. HoTmwkemep omeduerTe KeHiHEH
KOJIJAHBUIATBIH aFbUIIIBIH TUTIHAEr! JKaHalbIKTap Ma3MmyHbiHaH TypatbiH S00N-KPCrowd nepektep
JKUHAFBIHJA QIBIHIBI JKOHE Ka3aK TUTHIErT JIepeKTep JKWHAKTapbhlHAH ajbIHFaH HOTWKEIepMEH
canbICThIpbULIBL. Ka3ak nepexrep sKMHarb! YIIiH 91e0ueTTer eH xorapsl HoTxke 0,97 eH skakcel F1 yralibiMeH
ko xketkiziai. SOON-KPCrowd nepextep sxunars! yiin 0,70 eH >kakcsl F1 yrnaiisl anbiHab.

Tyuin ce30ep. KINT ce3dl WIbIFapy, MalIMHAIBIK OKBITY, Ke3nelicok opmaH, XgBoost, cTaTHCTHKAIIBIK
epeKIIeiKTep, TPpadUKaAIBIK epEeKIIeIiKTep.
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MN3BJEYEHHUE K/IIOUEBBIX CJI0B U3 KA3AXCKOI'O TEKCTA C IOMOIIIBIO
AJI'OPUTMOB MAINIMHHOI'O OBYYEHUSA

Annomayus
IIpocmotp uHpOpMammu B HHTEepHETEe B IOBCEAHEBHOM JKM3HM CTajl OOBIYHBIM 3aHATHEM IS
MoJIb30BaTeNeld KOMIbIOTepoB. [lockonmbKy Kakapld eHb B MHTepHEeTe MyOIMKYyIOTCS THICSYM HHTEPHET-
HOBOCTEH, () (HEeKTUBHO HAUTH U OOOOIIUTH COOTBETCTBYIOIINE JOKYMEHTHI CI0KHO. Takum 00pa3om, MeTo]
W3BJICUCHMSI KIIOUEBBIX CJIOB WIJIM KJIIOUEBBIX (pa3 HCIONb3yeTcsl Ui MPeJOCTaBICHHS OCHOBHOTO
COIEP>KUMOT0 KOHKPETHON BeO-CTpaHMIBL. B CBSI3M ¢ TakMMU NOTPEOHOCTSMH HCIIOIb30BAHUE KIFOUEBBIX
CJIOB TIO3BOJISICT YUTATEIIO JIETKO M OBICTPO MOMYYHUTh JOCTYI K HeoOxonumon nadopmanuu. B 310l craThe
ObUIM TPOTECTHPOBaHBI anropuTMbl CiydailHOr Jeca W OKCTpEeMalbHOTO TIOBBILICHUS TpaJUeHTa,
SIBIISTIOIMECS] AITOPUTMAMH MaITMHHOTO 00ydeHus. Pe3ynbraTe! ObuTh morydeHs Ha Habope ganabix SO0N-
KPCrowd, KoTopsIii COCTOMT W3 HOBOCTHOTO KOHTCHTA Ha aHTJIMICKOM S3bIKE, IIMPOKO HCIOIB3yEeMOM B
JIUTEPAType, U CPABHUBAIKCH C pe3yJIbTaTaMU, IIOJyYCHHBIMU Ha HA0Opax JaHHBIX HA Ka3aXCKOM si3bIke. J{is
Ka3axCTaHCKOTO Habopa JaHHBIX CaMbIi BBICOKUH pe3ylbTaT B JIUTeparype ObLI JOCTUTHYT C JYYIIUM
nokasateseM F1 paBubiM 0,97. Jlns Habopa nanubix S00N-KPCrowd 6sut mosyden nydinidii mokasareib Fi
pasusiii 0,70.
Knrouesvie cnosa: W3BIEUYCHUE KIIOUEBBIX CJIOB, MallnHHOEe oOyuenue, CiydaitHbeiii nec, XgBoost,
CTaTHCTUYECKHE OCOOCHHOCTH, TpaduiecKkre 0COOCHHOCTH.

Introduction

The amount of digital data produced, consumed and stored all over the world is rapidly increasing.
While the digital data produced in 2015 was approximately 15 zettabytes, it is estimated that this rate
will be approximately 180 zettabytes in 2025. In Figure 1, digital data production has followed an
increasing trend over the years [1].
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Figure 1. Estimated data growth over the years

With the rapid increase in digital content, finding the information sought among textual data
masses has become a problem that needs to be solved. In order to access the desired information
quickly and easily, keywords must be assigned to textual content. However, the keyword extraction
problem is the main problem that needs to be solved in order to develop systems such as
summarization, document linking and clustering. Keyword extraction can be done manually or
automatically. Manual keyword extraction takes a long time and is not cost-effective for a mass of
digital text. Therefore, researchers in the field of Natural Language Processing (NLP) have
continuously focused on developing methods to automate this process.

When we look at the literature, the keyword is:

- index terms containing the most important information [2],
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- aset of terms that provide summary information about the content for the reader [3],

- words that capture the main headings of a document [4],

- small pieces that capture the main idea or title of the text [5],

- words or groups of words that show the text in the clearest way [6],

- expressions that capture the main topic discussed in a document [7],

- words expressing all important aspects of the content of the document [8],

- words that give information about the content of the text [9].

Many models have been proposed for keyword extraction in the literature. However, when looking
at the performance results of the proposed models, their problem solving performance is still far
below expectations. These models are basically grouped under two headings: supervised and
unsupervised. While supervised models require a pre-labeled training set, unsupervised methods do
not require a pre-compiled dataset. Most unsupervised algorithms perform the task of keyword
extraction using a single input document rather than a corpus. Previously, keyword extraction was
solved with statistical methods or Natural Language Processing (NLP) techniques. With the
emergence of machine learning technology in recent years, it has started to be solved with deep
learning algorithms and artificial neural networks and better results have been obtained. Unsupervised
models were first developed using statistical features such as Term Frequency (TF) and Inverse
Document Frequency (TDF) [10]. In the same years, the problem of keyword extraction was
addressed using linguistic features such as Part of Speech (PoS) and n-gram [11], [12]. Statistical and
linguistic models provide powerful linguistic and statistical information about input terms. However,
these methods cannot describe the semantic relationship between words and sentences. Graph-based
[13], [14], [15]) and embedding-based [16], [17], [18], [19] models have been proposed to describe
the semantic relationship between words and sentences. Graph-based Text Rank [13], Page Rank [14]
and Graph-Based Technique for Extracting Keyphrases in a Single-Document (GTEK) [15] models
extract attributes by drawing the word co-occurrence graph of the input text. These graphs count the
number of times words co-occur as edges in a sliding window and aim to capture semantic
information by calculating centralities. When examined in terms of the Kazakh language, although a
limited number of natural language processing studies have been carried out with machine learning
and deep learning methods, the issue of keyword extraction in the Kazakh language has not yet been
addressed except for a study by Abibullayeva and Cetin [20].

Models were created using algorithms for keyword extraction in the literature, and the prediction
performances of the obtained models were compared and it was examined which algorithm created
more successful models in the data source used. Although there have been many studies on keyword
extraction in English and other languages to date, the situation is different for the Kazakh language.
The issue of keyword extraction in the Kazakh language has not yet been addressed. Machine learning
and deep learning methods and natural language processing studies are limited to the Kazakh
language. There is no model trained with deep learning yet for keyword extraction from Kazakh texts.
For these reasons, it is important to conduct studies and make suggestions in the field of extracting
keywords from news texts. It is known that the Kazakh people have been using the alphabet system
based on Arabic graphics for centuries. From 1929 to 1940, the alphabet based on the Latin alphabet
was included in the writing system, and since 1940 the Cyrillic alphabet has been used. In 2017, the
new Latin alphabet of the Kazakh language was approved by the decree of the President of the
Republic of Kazakhstan on October 26. It is planned to switch to a new alphabet between 2017-2025.

Currently, the issue of switching from Cyrillic to Latin is widely discussed in society. The
transition to the Latin alphabet, which has become the language of all advanced technologies, is
important for Kazakh art and culture. Kazakhstan's transition to the Latin alphabet is important both
socio-economically and politically, as well as raising the Kazakh language to its deserved position in
world civilization. The most important problem of the alphabet change is forgetting the old heritage.
When the alphabet changes, access to the texts written in that alphabet becomes difficult and the
connection with the past begins to decrease over time. Since there has been no previous study on
keyword extraction in the Kazakh language, it is thought that this research will not only contribute to
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the academic literature but also facilitate access to works written in the Cyrillic alphabet in the Kazakh
language, thus supporting the preservation of cultural heritage. After the transition from the Cyrillic
alphabet to the Latin alphabet, the derivation of keywords will enable connections between
documents. In this way, accessing documents and searching for content will be easier.

Research methodology

With the rapid increase in the amount of data produced, consumed and stored, the problem of
filtering information from big data has emerged. To solve this problem, automatic keyword
assignment is made. The difficulty of the keyword extraction problem arises from the variable
characteristics of different data sets. In Figure 2, data was first collected from the news sites
zhasalash.kz, aikyn.kz, bilgimdinews.kz using the "data scraping™ method using BeautifulSoup and
Request libraries.

Zhasalash kz_ aikvn kz,
3 B Python, Anaconda
egemenkz, Spvd

bilimdinews kz PYLEL
Platform Statistical and : Token

Collect data : > : > S -
selection graphical features classification

Beautuful Soap. Precision. Recall. Results
Requests Accuracy, F-score

Figure 2. Process followed in model development

The KazakhNews dataset was compiled from web pages originally published in Kazakh language.
Later, the Anaconda Spyder environment, which was widely used by researchers, was chosen as the
platform because it had strong scientific features. Statistical and graphical attributes were calculated
for each content text of the newly compiled data sets. These calculated features were passed through
the Community classification module one by one and the sequence labeling task was completed. In
the Token Classification module, Random Forest and Extreme Gradient Boosting (XgBoost)
classification algorithms were trained and tested separately for each data set. In addition, the model
was trained for the 500N-KPCrowd dataset, which consists of English-language news content
frequently used in the literature, and the tested results are presented in a table. Summary statistics of
the data sets are shown in Table 1, Token Classification module Random Forest and XgBoost
classification algorithms were trained and tested separately for each dataset.

Table 1. Dataset summary statistics

Dataset Language Field Title #document | #keyword

KazakhNews | Kazakh News website | Politics, literature, etc. 1000 5

art and culture, crime,

500N- fashion, business, health,

KPCrowd English News website | world pollt!cs, politics, 400 49
sports, science, and
technology

We made the KazakhNews dataset publicly available at https://github.com/Aiman128792/Kazakh_News.
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Random forest algorithm is a managerial machine learning method that consists of multiple
decision trees. Each decision tree reaches the bottom leaf of the tree by visiting all random nodes
according to the input given in the training set and depending on the conditions in these nodes. Within
the scope of this study, each tree was trained with words and word groups in the nodes of the decision
trees, and with the class of the Internet page in the leaf node.

During this training, criterion variables such as tree depth, number of trees, gini-entropy, which
are the parameters of the random forest algorithm, were optimized with grid search. It was used to
solve the multi-class classification problem. The attributes used as input for the Random Forest
algorithm are grouped under statistical attributes and word graph attributes.

Results of the study

In the Token Classification module, Random Forest and XgBoost ensemble classification
algorithms were trained and tested separately for each dataset.

Table 2 shows the performance results of the proposed model for the KazakhNews dataset. When
the table is examined, with the combination of statistical features and graphical features, Extreme
Gradient Boosting gives a F1-score of 0.88 for the Kazakh data set, while the Random Forest model
has the best results with an F1-score of 0.97.

Table 2. Performance results for the KazakhNews dataset

- StatisticalFeatures
Token Classification | Metrics Sézgﬁjlr%asl GraphicalFeatures +

Graphical Features

Accuracy 0,994 0,987 0,995

Random Forest Precision 0,978 0,904 0,988

Recall 0,956 0,956 0,958

Fi-score 0,967 0,929 0,973

Accuracy 0,978 0,958 0,981

XgBoost Precision 0,919 0,838 0,936

Recall 0,821 0,641 0,847

Fi-score 0,867 0,726 0,889

Evaluation Metrics

In order to accurately evaluate the performance of the model, in addition to the accuracy value, the
so-called F1 score was also monitored. The success of the algorithms used is evaluated using criteria
such as accuracy, precision, sensitivity and f-criterion (F-Score), which determine the degree of
performance of the created models. True Positive (TP), False Positive (FP), True Negative (TN) and
False Negative (FN) values are used in calculating the F1 score. In this case, TP and TN are
considered correct results, and FP and FN are considered incorrect results. The accuracy value is
calculated by the ratio of the TP and TN values correctly predicted by the model to all predicted TP,
TN, FP, FN values.

TP+TN

Accuracy = —————
Y = IPiTN+FP+FN

(1)

The precision value is the ratio of the number of TP values predicted by the model to the number
of TP and FP values, which are all positive results produced by the model.

TP
TP+FP

Precision =

)
Recall - Calculates the proportion of positive values that are correctly predicted.
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Recall = —= (3)
TP+FN

To evaluate the performance of the model, the F1-score, which is the harmonic mean between
accuracy and precision, is measured.

PrecisionXRecall
F, =2 x === (4)

Precision+Recall

F1-score criterion is used in evaluating keyword extraction algorithms. In calculating this score,
the confusion matrix created by looking at the actual value/predicted value numbers of the predicted

values is used. Figure 3, shows the complexity matrix.

__ Accuracy Score: 0.995

o - 0340
- G0000
- 45000
- 30000
- 15000
—i 1 [}
0 1

Predicted Values
Figure 3. Confusion matrix of Random Forest model for Kazakh dataset

Actual Values

There is the Confusion matrix in Table 2 The matrix contains TP values, which are actually
keywords and are predicted as keywords, FP, which are not actually keywords but are predicted as
keywords, FN, which are not actually keywords but are marked as keywords, and finally TN, which
are not actually keywords but are marked as not keywords.

Table 2. Confusion matrix for Kazakh data set

Positive Negative
Positive GN= 70340 YP=57
Negative | YN=293 GP=6474

Table 3 shows the performance results of my model for the 500N-KPCrowd dataset. For this
dataset, the highest F1-score of XgBoost of 0.57 and Random Forest of 0.70 were obtained. For the
500N-KPCrowd dataset, the Random Forest algorithm used both feature groups together to increase

the performance [21].
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Table 3. Performance results for the 500N-KPCrowd dataset

T(_)lfen _ Metrics Statistical Graphical Features Statistic_al Features +
Classification Features Graphical Features
Random Forest Accuracy 0,791 0,738 0,803
Precision 0,725 0,643 0,779
Recall 0,688 0,638 0,643
Fi-score 0,706 0,641 0,705
XgBoost Accuracy 0,746 0,706 0,750
Precision 0,754 0,714 0,763
Recall 0,451 0,322 0,456
Fi-score 0,565 0,444 0,571

Figure 4 shows the labeling result of the model for an example from the KazakhNews dataset. By
simulating tagged keywords for a summary from the KazakhNews dataset, true positives are in green
and false negatives are in red. Purple represents keys that are false positives.

BAK exini e 6aK ceiHayaa — « 2020n

«Nur Otany TapTHACHHEIH HayKaHHl KbI3a TycTi. JKamObiia eTiHiM
Oepyminep/in Kapacsl KYH caHan apTyfa. Keme kemanansl aHa, MYMKIHZITL
IeKTeyri a3aMaT, e3re YIT eKimlepi KyKaTTapHH TAlCEIpca, OYTiH apimTeciniz|

KapabaeB Ta Tayeken eTTi. BakpIToekyas! JKaMOBIT 0OIBICH
Kopzail aynaBeiEIaFs! «Kop/ail IaMIIBIPaFe!» TazeTiHid Timmici. JKackr 26-1a.
On aymaHABIK JeHTeiile 0aK ChIHAIl KAaTEIp.— bama KesjmeH IemyTaT OOTyZs
apMasgazgeM. Al «Nur Otan» MapTIsCEHBEIE OCHI apMaHbIMa KO
JKETKi3yTe KON bl OTEIP. MacmiXaT JIelmyTAaTTEIFEIHA 63IMHIH TYBII-6CKeH
KeHeH aybUIBIHaH TYCKiM . Cebebi o1 emii MeKeHHIH Tay-TachlHa JeillH
JKakcHl OiTeMin. Erep ke3zeren MakcaThIMa JKeTill JaTcaM, eH OIpiHII ayBITIbIH
ayEI3cy MaceneciH mremceM JefiMid. OmaH KeiiiH ol CHIHIE! TYHTKinepre e
KOHLT OeriM . AT en 6acTHICH ayBUINAH IIBIKKAH JKAcTap/bl eHep MeH
CIIOPTKA HTepMeNey I MakcaT TYTHII OTEIpMBIH. TipkeyniH Oipinmi kyHi 1000-
HaH acTaM ajaM eTimim Gepai — Baitbex Emim pmerem aszamattap Oemcenmi
KaThICKAHE! Jiypsic — Cepixbail Tpymos 113 — MBIKTHI KaHIHIATTapA5L
aHBIKTayFa OepinreH MyMKiHZik — BakeimkaH CafFsiHTaeR OpiHe 6api OipaeH
fona KaaMalTHIHBIH TyciHeMIiH. AJafifa JKypHAIICTHKA calachblHfa KHHAFTAH
TakKipHOEMMeH 03eKTi Macenelep i OHik MiHOepIep/ie KOTepilL, el YIIiH KEI3MeT
eTKiM , — Iefmi .Bi3 e apinTeciMi3nid apMaHB! OPEIHAANICHE el
Tineiimi3z. Al eH OacTBICH! BAK exinuepi e ©3iHIIK YHIH KOCBII
JKaTKaHbI KyaHTazel. CaATxaH CaTsUIFaH, JKaMOBLT 007I5ICH

Figure 4. Labeling result of the model for an example for KazakhNews

Discussion
Experimental results show that the proposed model can label independently of the domain and
other characteristic features of the dataset.

Conclusion

In this article, Random Forest and XgBoost algorithms were tested for keyword extraction from
Kazakh news texts. In the study, the statistical and graphical features of the text were tested both
separately and in combination with each other. Two new data sets, KazakNews, using the Cyrillic
alphabet, were created to use in training and testing the model and to compare the performance of the
model in different languages. In addition to the data set, the performance results of the model were
obtained for the Latin 500N-KPCrowd data set, which is widely used in the literature and contains
news texts. The model was trained separately for each language with different ML algorithms and
different data sets. In the study, it was seen that the Random Forest algorithms had very similar
performance for the two data sets. The highest result (0.97 f-score) for the KazakhNews dataset was
obtained by using Random Forest together with statistical and graphical features.
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