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Abstract

Big Data is one of the main drivers of the formation of information and communication technologies in modern
conditions of high-tech production. The ever-growing capabilities of analyzing a large amount of information are
currently significantly changing the business environment and the business processes that take place in it. The use of Big
Data technologies can play a significant role in the innovative development of the digital economy in the near future. In
today's world, where information is updated at an incredible speed and comes from a variety of sources, companies have
to work with huge amounts of information and data. Big Data technologies allow you to collect, store, structure and
analyze large amounts of information. This helps the management of the company to find patterns and causal relationships
between various factors and use this advantage to obtain positive results. The article is devoted to the study of the basic
concepts associated with Big Data, the basics and principles of working with methods and approaches of Big Data.
Particular attention is paid to methods of processing these types of information using the data preprocessing method. This
method was used for specific examples and the corresponding results were obtained.
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BEB-ITPUJIOKEHUE 1JIS1 OBPABOTKHU BOJIBIIOI'O OBBEMA JAHHBIX B COEPE BUSHECA

Big Data cuurtaercsi ofHMM M3 KJIIOUYEBBIX JPaiBEpOB DPa3BUTHS CIPABOYHO-KOMMYHHKAIIMOHHBIX TEXHOJIOTHH.
Perynapao Bo3pacTtaromue CIOCOOHOCTH pacCMOTPEHMs 3HAYMTENBHOTO YHCJA JAHHBIX B HAllle BpeMs 3HAYHUMBIM
croco0oM MEHSIOT cdepy mpeanpuHuMaTenbeTBa. [IpuMenenne TexHonoruit Big Data criocoOHO HUCTIONHUTH BaXKHYIO
3HAYUMOCTh BO MHHOBAIIMOHHOM ()OPMHUPOBAHHH YUCIOBOM SKOHOMHKH B HEJIANIEKOH MIEPCIICKTHBE.

B coBpemenHoM Mupe, rine uH(OpManus OOHOBISETCS C HEBOOOPAa3HMMOW CKOPOCTHIO M IOCTYNAaeT W3 CaMBIX
Pa3THYIHBIX HCTOYHUKOB, PHpMaM MPUXOAUTCS TPYAUTHCS ¢ OOIBITMMHI MaCCHBaMU CBEICHUH 1 NaHHBIX. Big Data matot
BO3MOKHOCTh KOJUICKITHOHHUPOBATh, XPAHUTh, CTPYKTYPHPOBATh H aHATU3UPOBATH OONBIINE 00BeMBI HHpOPMALIUU. DTO
MOET IOMOYb YIPABJIEHUIO KOMIIAHUH OTHICKMBATh 3aKOHOMEPHOCTH U MIPUYUHHO-CIICACTBEHHBIE CBSI3U MEX Pa3HbIMU
MPUYMHAMU U MPUMEHUTH 3TO MNPEBOCXOACTBO JJISl MOJYYEHHS MOJIOKHUTENbHBIX pe3yibTaroB. CTaThs MOCBSLICHA
M3y4YeHUIO OCHOBHBIX mousATHii Big Data, ocHOBbI u mpuHIMIBI padoTel. Ocob0e BHHUMaHHE YAENASTCS CIOCO0am
00paboTku WHGOPMAIMK C KCIOJB30BAHHEM METO/Aa MpeIBapUTENIbHON 00paboTku MaHHBIX. [laHHBIA MeTon ObLT
HCTIONB30BaH JUIsI KOHKPETHBIX IPUMEPOB U OBIIH MOJIYYESHBI COOTBETCTBYIOIINE PE3yIbTATHI.

KiroueBble ciioBa: Oojblline JaHHBIC, HHPOPMAIUs, TpEABapUTEIbHAs 00paboTKa maHHBIX, BeO mpuioxkeHue,
00paboTKa JaHHBIX, MacIITAOMPOBAaHHUE AAHHBIX, HOPMAJTH3AIH.
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BU3HEC CAJIACBIHJIAYBI KOIITET'EH MOJIMETTEPAI OHAEYT'E APHAJIFAH BEB-KOCBIMIIIA

Big Data ka3ipri 3aMaHFbl )KOFapbl TEXHOJIOTHUIBIK OHAIPICTE aKNapaTThIK-KOMMYHUKALUSIBIK TEXHOJIOTUSIIAPIbI
KaJIBIITACTBIPYIBIH HET13Ti KO3FayIIbl KYIITEepiHiH Oipi Oonbin TaObuTanpl. KenrereH aknapaTrapibl TalaayablH YHEMI
ocimm KeJe XKaTKaH MYMKIHIIKTEpi Ka3ipri yakpITTa iCKepIiK OpTaHbI KOHE OHJIAFbl OM3HEC-TIpOIecTep i alTapiIbIKTai
esreprezi. Big Data TexHONOTHsUIapblH MalijalaHy >KaKblH OoJsamiakra MUGPIBIK 3KOHOMUKAHBIH WHHOBAIIHSIIBIK
JIlaMybIH/Ia MaHBI3[bl POJI aTKapa ajajbl. AKIapar KepeMeT JKbUIIaM/IbIKIICH KaHAPThIIATHIH KAHE OPTYPIl Ke3/iepeH
aNaThIH Ka3ipri aJem/ie KOMIaHUsIIap YIKEH KoJieM/Ie aKrapaTiieH )KoHe MAIIMETTEPMEH KYMBIC icTeyre MaKOyp. YIikeH
JIEPEKTEP TEXHOJIOTHSCHI YJIKSH KOJIEMJIET! aKlapaTThl )KUHAYFa, CaKTayFa, KYpbUIbIMIAYFa jKOHE TajlayFa MyMKIHJIK
6epeni. byt koMnanus GacHIbUIBIFBIHA SPTYPJIi pakTOpIiap apacklHAAFkl cedenrtep MeH OalnaHbIcTap/pl Tabyra KaHe OH
HOTM)KE aJly YILIIH OCBI apTHIKIIBUIBIKTH Nali1aanyra keMeKkTece1i. Makaina yJIKeH MaJTiMeTTepMeH OaiyIaHbICThI HEri3Ti
YFBIMAAP/IBI, YIIKEH AEPEKTEpiH 9JicTepi MEH TACUIAepiMEH JKyMbIC icTey Heri3fepi MEeH NPHHIMITEPIH 3epTTeyre
apHanFaH. Jlepekrepi anjiblH-ajia OHAeY 9/iCiH KOJIIaHa OTHIPHIIL, aKIapaTThIH OCHI TYPJIEPIH OHJEY SicTepiHe epeKIne
KeHLI OeuiHeni. Byt oJ1ic HAKTHI MBICaJap YIIiH KOJIAHBUIIBI )KOHE THUICTI HOTIDKENIEP albIH/IbL.

Tyiiin ce3nep: yikeH aepekrep, aknaparrap, AepeKTepAi ajiblH-ala eHaey, Bed KockiMIa, MaiMeTTepi eHIey,
JIepEeKTepIi MacITadTay, KaIbIIKa KeTipy.
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In modern conditions of the formation and development of the information society in various sectors of the
economy, a huge amount of data is created and accumulated. In business, industrial field, the volume of
technological information, media data necessary for enterprise management is constantly increasing [2, p.
171]. New programs, services and tools based on the use of information and communication technologies
appear. As a result of the digitalization of the economy, the need for information products and services is
growing. To meet customer needs, companies have to process and analyze colossal amounts of data, varying
degrees of structure and from various sources. Thus, the accumulated information becomes a strategically
important asset, the effectiveness of the management of which significantly affects the results of the enterprise
[3]. In recent years, humanity has produced more information than in the entire history of its existence. Every
year, the amount of information in the world increases by an average of 40% [4]. The growth of data volumes
is accompanied by the advent of software and hardware that provide storage, processing, calculation and
analysis of a large amount of information. The cost of storing information at the same time decreased, which
affected the ability to collect more data and analyze factors unrelated to each other. The human brain cannot
detect such patterns as the computer notes, producing completely unexpected causal and quantitative
relationships [1, p. 56].

As a result of the combination of these two processes - the growing need for business to collect, store,
analyze large volumes of data and the creation of technical tools that can efficiently process data with minimal
costs, an interesting and promising area of technology development called Big Data has appeared.

In this regard, we decided to develop a web application where entrepreneurs can publicly download their
databases for data processing and make various queries.

There are several methods of processing large amounts of data. In our case, we chose the preprocessing
method.

Real world data is usually:

« Incomplete- the absence of certain attributes or their values of interest or containing only aggregate data.

» Contain noise- there are errors or outliers in the values.

» Inconsistent - contain inconsistencies in codes or names.

Tasks of data preprocessing:

* Data cleansing - filling in missing values, detecting and deleting distorted data and outliers.

» Data Integration- Use multiple databases, data cubes, or files.

» Data Transformation- Normalization and Aggregation.

» Data reduction- reduction in volume, but obtaining the same or similar analytical results.

» Data discretization- part of data reduction, replacement of numerical attributes with nominal ones.

* Clear text - delete embedded characters that may interfere with data alignment, such as embedded tab
characters in a tab-delimited file, embedded new lines that can split records, etc.

The following are some steps for pre-processing data from a Data Mining perspective.

Scaling data

Input variables must be scaled, that is reduced to a single range of change. The need for scaling is due to
several reasons. After encoding information with inputs and outputs, dissimilar quantities varying in different
ranges. It is desirable to bring all input variables to a single range and normalize (the maximum absolute value
of the input variables should not exceed unity). Otherwise, errors caused by variables that vary over a wide
range will have a stronger effect than errors from variables that vary over a narrow range. By providing a
change in each input variable within the same range, we will ensure equal influence of each.

Therefore, the input variables, as a rule, are scaled, so that the variables change in the range of variation of
the function, as a rule, [0,1] or [—1,1]. In practice, you can not strictly maintain a single range of input data,
but scaling the input data simplifies the work.

Each input variable is scaled independently of the other variables.

The scale of the input and output variables is not related. With a known range of variation of the variable,
it is advisable to use linear scaling [5]. For example, for each input variable, linear scaling has the form

- (Xj_Xpin J(b—2) ‘a

Xmax ~ Xmin
where x; is the input variable, t; is the converted input variable supplied to the network input, [a, b] is the

allowable range of input variables, for example, [—1,1]; [Xmin, Xmax] - the range of variation of the input
variable. Output variables are scaled similarly.

320




Abali ameiHOarbl Ka3¥IY-HiH XABAPLIBICbI, « uzuka-mamemamuka fblasimoaps!» cepuscel, Ne1(69), 2020

Normalization

Of all the existing distributions, the most popular is the normal distribution, which is due, first of all, to the
fact that normal (with a normal distribution) observations are quite easy and convenient to investigate. Let us
consider the transformations that make it possible to obtain approximately normal from the available data.

Logarithmic conversion. Often, data with positive values have a distribution with positive asymmetry that
resembles a log-normal distribution, x? or a y-distribution. If the random variable X has a logarithmically
normal distribution, then its logarithm will be normal, therefore, using the logarithmic transformation allows
you to obtain approximately normally distributed values only in cases where the distribution of the quantity X
is qualitatively similar to the logarithmically normal distribution.

If the values of the random variable X lie in the interval (o, ), then the values of the normalized variable

oa—X
X-p

can vary from —oo to + oo. Thus, it is possible that Y can be approximately normal.
The use of this design is recommended for studying the correlation coefficient. Correlation coefficient r,
calculated from a sample of n pairs (x;, y;).

Y=In

1
IR H(Zinzlxi)(zpzlyi)
r =

1
(X = ELpODE] 2 - LR yH)?

whose values lie in the interval (—1,1). The sample distribution is, as a rule, highly skewed and its exact shape
depends on the value p of the correlation coefficient in the original population.
Converted Statistics:

1, 1+r
z==In—
2 1-r
has an "almost" normal sample distribution with a mathematical expectation
EIn 1+p v P
2 1-p 2(n-1

and dispersion (approximately)
1
n-3

This transformation greatly simplifies the question of the accuracy of r as an estimate of p. For
completeness, we give one more fact.

If r is the correlation coefficient of a sample of n independent pairs
(x1,¥1), (X2,¥2), -, (X1, yn), Where x; is observation of a normally distributed random variable X, and y; are
observations of a normally distributed random variable Y, which are independent of each other, then the
selective distribution of statistics

,\/n -2 L
11— r2
Student's distribution will be with n — 2 degrees of freedom.

Normalizing transformation of the distribution x2. The distribution x?2 is very popular and there are fairly
accurate tables of the values of this distribution, but in many cases, it is more convenient to work with an
approximately normal function of x2. For this purpose, x2- variable with v degrees of freedom can be
transformed as follows [5].

For sufficiently large v, for example, v > 100, the variable

X = \/2X2 —+/2v -1

is approximately distributed according to the standard normal law, but even at ve (30, 100) the approximation
is quite good.
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3%2 )y — (1-2/9v)
X = v >30
+/2/9v

Conversion using the probability integral. Generally speaking, any continuous random variable can be
precisely normalized by the transformation of the probability integral. Let F(X) be a distribution function of X
at x, then the transformed variable Z=F(X) will have a normal distribution of (0,1). If ®(y) is a distribution
function of a standard normal variable at y, then the random variable ®(Y) will be uniformly distributed over
(0,1), hence the transformation X — Y

The best result is the conversion

D(Y) =F(Y)

or

Y =2~ HF(X)
converts X to a standard normal variable.

The “Sabyrzhan” and “Toimart” supermarkets’ database was taken as an example. The data collects all the
products where each product is described by variables. Our task was to build a model that would output query
results using the preprocessing method.

There was a request for what kinds of bakery products are sold more (Figure 1).

mwhole wheat bread
mrye bread

rye-wheat bread
H]oaves
= small pieces products

others

Figure 1. Chart of preferences of the population in bakery products

Figure 1 presents a chart of preferences of “Sabyrzhan” and “Toimart” supermarkets in bakery products.
The diagram shows that the consumption of wheat bread occupies a significant place in the total consumption
of bread.

In the course of the study came the verdict that one of the key issues is assessing the effectiveness of the
Big Data project. First, these technologies can dramatically reduce the cost and time of analyzing a large
amount of information and prepare information in the shortest possible time for operational and management
decisions. Second, the use of Big Data enables the personalization of services in the B2B and B2C markets.
The main thing is to learn how to properly process and analyze the data received, turning information into an
asset and strategic resource for the development of the organization.
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