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BIDIRECTIONAL LONG SHORT-TERM MEMORY IN HATE SPEECH DETECTION
PROBLEM ON NETWORKS

Abstract

The pervasive problem of hate speech on social media has received much attention in the fields of
computational linguistics and artificial intelligence. The abstract summarizes the results of a groundbreaking
study investigating the use of Bi-LSTM models to detect and analyze hate speech. This study highlights the
need for modern machine learning algorithms to analyze the large and ever-changing volume of material on
social media. The main idea is to accurately detect and reduce instances of hate speech. The paper reviews
several procedures used to detect hate speech and traces their evolution over time. It highlights the
shortcomings of traditional models and emphasizes the need for more sophisticated, context-aware approaches.
The use of Bi-LSTM structures, known for their effectiveness in capturing long-term relationships in sequential
data, marks a methodological advance in the field. The results of this study will demonstrate that Bi-LSTM
models have a greater ability to understand the complexities of language on social media. The results of
research we offer a more efficient and effective method for detecting hate speech. This study makes a valuable
contribution to the ongoing debate on digital politeness through rigorous experimentation and analysis. It
proposes a robust framework that will adapt and extend across various social media platforms to create safer
online communities.
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Anoamna

Ecenrtey nuHrBUCTHKACH MEH KacaH bl HHTEIDIEKT JJISyMETTIK JKeiiepieri Oefoaert co3iepIiH KyH caHarl
eCcy MocelieciHe Haszap ayaapyla. ¥CBIHBUIBIIT OTHIPFaH FHUIBIMH 3epTTey >KyMbIchbiHna Bi-LSTM yunrinepi
apKBUTBI Oeiioert co3ep/li aHbIKTay KOHE Tajiay OOMBIHINA JKaHAIIBUT 3ePTTeyIep/ai YebIHabl. by 3eprrey
QJIEYMETTIK MEIMaarbl YHEMi ©3TepeTiH JEepPeKTep KOPBIHBIH YIJKeH KOJeMiH Tajjay YIIiH 3aMaHayd
MaIlIHHAJIBIK OKBITY QITOPUTMICPiHIH MaHBI3IBLUIBIFBIH KOPCETe i, T BIIBIMU 3€pTTeY )KYMBICHIHBIH MAaKCAThI —
Oeifofien1 co37iep PUTOPHKACHI JKarjaijapblH aHBIKTAy JKOHE asaiTy. Makaaga Oeitomen cesnep/i
AHBIKTAYABIH OpPTYPJ 9JicTepl OHE OJIapJblH YaKbIT OTe Kelle Kallail e3repreHi KapacThIpbuiasibl. By
JOCTYPJIi aHBIKTAY SICTEPiHIH KEMIIUTIKTEPiH KOPCETEl kKoHEe KOHTEKCTTI aHBIK TaHU alaThblH HEFYPJIbIM
TUIMI TOCUIAEPAIH KaKETTUIIrH KepceTeni. bipikTipiired aepexrepae y3ak Mep3imMil *KaaThl Naiaananyia
truimaitirimer 6enrini Bi-LSTM KypbulbIMIapblH MailaliaHy OChl CallaIaFbl diCTEMENIK cepriiic OOobIn
Tabbutaapl. 3eprrey HoTmkenepi Bi-LSTM ynrinepi oneymeTTik Meama TiNiHIH KYPAETUITiH >KaKChl
TyciHeTiHiH kepcerTi. Ochulaiilia, YCBHIHBUIBIIT OTBIPFAH FBUIBIMH 3€pPTTEY KYMBICHIOCHoen ce3i
PUTOPHUKAHBI aHBIKTAYIIH THIM1 9ICIH YChIHAABI. DKCIEPUMEHTTEP MEH Tajlaayjiap apKbUIbl OyJI 3epTTey
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ABYCTOPOHHSA NOJIT'OCPOYHAS ITAMATD B ITIPOBJIEME OBHAPYKEHUS PEYN
HEHABUCTMU B CETAX

Annomayus

KommnbrorepHast TMHTBUCTHUKA M HCKYCCTBEHHBIH MHTEIUIEKT IPUBIICKIN BHUMAHUE K pacTyllel npodieme
peud HEHAaBHUCTH B COLIMAJBHBIX CETAX. B uccienoBarenbckol cTaThbe MpeACTaBICHBl HOBAaTOPCKHE
KCCIICIOBaHUS 110 00OHAPYKCHHUIO U aHAIN3y HEHAaBUCTHBIXpEUEH ¢ UCIoab30BaHueM Mojenei Bi-LSTM. Oto
HCCIICIOBAHNE ITOJUYEPKUBAET BaXHOCTh COBPEMEHHBIX AJITOPUTMOB MAIIMHHOIO OOyuYeHMs AJs aHajIu3a
OoNBIIMX 00BEMOB MOCTOSIHHO MEHSIOMIMXCS JAHHBIX COLMANBHBIX ceTeid. Llenb cocTouT B TOM, 4TOOBI
BBISIBUTH U COKPATUTH CITy4ad HEHaBUCTHUUECKOI pUTOpUKHU. B cTaThe paccMaTpuBaroTCs pa3InyHbIE METObI
OIIpEETICHNS] PEYN HEHABUCTH U TO, KAK OHH MEHSAJIUCH C TCYEHHEM BPEMEHH. JTO MOIEPKHUBAET HEJOCTATKH
TPaJULIMOHHBIX METOAOB U MOAYEPKHUBACT HEOOXOAMMOCTE 00JIee CIIOKHBIX IOAX0J0B, KOTOPBIE MOTYT YETKO
pacno3HaBaTh KOHTeKCT. Micnonb3oBanue ¢pelimBopkoB Bi-LSTM, u3BecTHBIX cBOEH 3P (HEKTHBHOCTHIO IPH
WCTIONB30BAaHUM IOJTOBPEMEHHOW MaMATH B OOBEAMHEHHBIX [AHHBIX, SBJSICTCS METOAOIOTHYECKUM
MIPOPBIBOM B 3TOU oOmacTu. Pe3ynbrarhl nccinenoBannii OKa3bpiBatoT, uTo Moaenu Bi-LSTM moryT mydrire
MOHUMATD CIIOKHOCTD SI3bIKa COIMAJILHBIX ceTeid. TakuMm 00pa3oM, oHM obecrieunBaroT 3(hHeKTUBHBIN crloco0
oOHapyXeHHUsl peud HEeHaBUCTU. biiaromapsi sSKcriepMMeHTaM W aHalIHu3y 3TO UCCIEIOBAHUE MOXKET MPHUIATh
UMITyJIbC paboTe Hall HH(POBON «BEXKIUBOCTHION. HanexHas cTpykTypa, KOTOPYIO MOKHO MOAU(UIINPOBATE
W pacIIUpsATh Ha Pa3iIMuYHBIX IUIATPOpMax COLMAIBHBIX ceTel, obecrieunBaeT O€30MacHOCTh OHJIAMH-
COOOIIIECTB.

Karouessle ciaoBa: BiLSTM, LSTM, Al, NLP, counansable ceTu.

Main provisions

The utilization of Bi-LSTM structures, renowned for their efficacy in capturing enduring
connections in sequential data, signifies a methodological progression in the sector. The findings of
this study will illustrate that Bi-LSTM models has a superior capacity to comprehend the intricacies
of language on social media. Our research findings present a superior and more proficient approach
to identify hate speech. This paper provides a vital contribution to the continuing discussion on digital
civility by conducting thorough experiments and analysis.

Introduction

In the evolving digital communication landscape, social media has become a place for active
participation and extensive exchange of ideas. This degree of transparency has also facilitated the
widespread dissemination of hate speech, a pernicious trend that threatens the integrity and
inclusiveness of online groups. In response to the urgent need to address this problem, numerous
computational methods were developed that skillfully detect and mitigate hate speech. The use of Bi-
LSTM networks has proven to be a promising area of research. Bi-LSTM networks, due to their
ability to evaluate sequential data in both forward and backward directions, offer a deep
understanding of language context, making them particularly adept at tackling the intricacies of hate
speech identification [1].

Recent research has highlighted the difficulties in automatically detecting hate speech, including
the complex structure of language and the dynamic characteristics of online communication.

Traditional machine learning models have struggled to capture these intricacies, often ignoring the
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contextual connections needed to distinguish between hate speech and benign communication. In
contrast, deep learning methods, particularly Bi-LSTM models, have shown significant promise by
leveraging their ability to understand long-term correlations in text [1]. Using Bi-LSTM networks to
detect hate speech on social media is a significant advance in the fight against online toxicity. Bi-
LSTM networks can identify hate speech patterns with greater accuracy than single-track models
because they take into account the linguistic context of both preceding and subsequent elements.
Moreover, combining these models with social media data facilitates continuous surveillance and
immediate intervention, offering a proactive approach to maintaining digital civility. However, using
Bi-LSTM models in real-world settings requires addressing several challenges, including the need
for sufficient training data and the computational demands associated with processing large datasets.

Moreover, the ethical implications of automated filtering of information on social media raise
concerns about censorship and potential restrictions on free speech. Despite these limitations, the
development of sophisticated machine learning models such as Bi-LSTM represents a significant
opportunity for exploration and use in the ongoing work to mitigate online hate speech [4]. Using Bi-
LSTM networks to detect hate speech on social media holds significant promise for improving the
safety and inclusiveness of online platforms. This work aims to evaluate the effectiveness of Bi-
LSTM models in detecting hate speech by leveraging recent advances in machine learning and natural
language processing to address this pressing issue. This study significantly advances the emerging
field of computational linguistics and its use in social media moderation. It achieves this by carefully
examining current literature and incorporating new findings [5].

Related works

There has been extensive research on the detection and mitigation of hate speech in online
environments, with numerous studies exploring different methods and techniques. This section
provides a brief overview of the relevant literature, intending to situate the current research within
the broader framework of hate speech detection.

Many studies have explored the use of traditional machine learning methods for hate speech
detection. For example, [6] used a support vector machine (SVM) to categorize hate speech,
highlighting the importance of feature engineering to achieve accurate results. Similarly, [7] used
random forests to detect hate speech, illustrating the effectiveness of ensemble methods in solving
this challenging problem.

Moreover, deep learning models have become a critical component in hate speech identification
research. Recurrent neural networks (RNNs), as outlined in [8], are used to capture sequential
relationships in text data. They have demonstrated the ability to detect hate speech patterns.
Convolutional neural networks (CNNs), as explained in [9], are used to extract meaningful features
from text input, leading to improved accuracy in hate speech detection.

The study in [8] incorporated self-attention mechanisms into LSTM networks, effectively
capturing salient subtleties in hate speech content. Transformer models, as mentioned in [7], are also
used for this purpose, leveraging their ability to handle long-term dependencies and contextual
information.

Researchers have explored ensemble methodologies that go beyond the study of individual
machine learning systems. The study in [10] used a combination of different models, including
LSTMs and CNNSs, to achieve meaningful results in hate speech detection. Ensemble approaches
highlight the ability to leverage the strengths of multiple algorithms through their combination.

Another area of research has focused on the integration of specific information and linguistic
features. Integrating linguistic attributes into their hate speech detection algorithm, illustrating the
importance of linguistic context in identifying hate speech instances. In addition, [11] presented a
graph-based approach to detect hate speech by learning semantic relationships between words.

Moreover, transfer learning has gained significant popularity in this area. 10 Demonstrating the
transferability of pre-trained models by using extended language models for this specific purpose.
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Research on hate speech detection covers a variety of methods. The literature review explains the
different strategies and approaches used to tackle the challenging problem of detecting hate speech
on online platforms. This study aims to improve the current discourse by evaluating the effectiveness
of BILSTM networks in this important area.

Research methodology
BiLSTM is an advanced variant of recurrent neural networks (RNNs) designed to capture

sequential dependencies in data by simultaneously analyzing inputs from both previous and
subsequent time steps. The proposed study highlights the numerous advantages of BiLSTM, making
it very suitable for the stated purpose. Figure 1 depicts the block diagram of the BiLSTM network.
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Figure 1. Bidirectional Long Short-Term Memory (BiLSTM) Network

A significant advantage of BILSTM is its ability to efficiently express and capture distant
relationships in text data. Conventional one-way RNNSs process text in a single direction, limiting
their ability to capture contextual information dispersed within a sentence or text segment. BiLSTM
mitigates this limitation by using two hidden layers, where one layer processes the input sequence
from left to right and the other from right to left. This allows the network to understand dependencies
that span the entire sequence.

BiLSTM networks show significant potential in improving hate speech detection on social media
platforms. Their ability to emulate broad links and handle sequences of varying lengths makes them
uniquely suited to the dynamic and complex nature of online text data.

Figure 2 depicts the mesh architecture, primarily characterized by the presence of gates in the
LSTM and BiLSTM frameworks.
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Figure 2. Long Short-Term Memory (LSTM) and Bidirectional Long Short-Term Memory (BiLSTM)
networks

Equation (1) illustrates examples of computational approaches relevant to these specific gate

kinds.
input(t) = (W, x(t)+V;h(t—1)+b,) (1)

126




Abaii amvinoazer Kaz¥I1Y-uiy XABAPIIBICHI, « Dusuka-mamemamura evlaimoapsly cepuscol, Ne3(87), 2024

Equation (2) explains the computational method underlying the operation of the forget gate inside
a cell. In the equation, Wf and VT denote the weights associated with the forget gate, which are critical
to identifying the data in the cell that requires deletion. It can be concluded that Wf and Vf act as
weight parameters of the forget gate.

forget(t) = o(W, x(t)+V, h(t—1)+b, ) )

Equation (1) explains the computational procedure performed by the input gate in the cellular
structure. In this equation, h(t-1) denotes the output from the previous cell, x(t) refers to the input in
the current cell, and ¢ denotes the sigmoid function.

C(t) = tanh(W_x(t)+V, h(t —1)+b,) ©)

C(t) = forget(t)-C(t—1)+input(t)-C(t) (4)

The update mechanisms are defined by equations (3) and (4) as follows: Equation (3) describes a
candidate memory block that is tasked with generating alternative update data, while Equation (4)
defines the procedure for updating the cell status. The updated data is then integrated with information
from the forget gate, resulting in the creation of a new state. In this scenario, Wc and V¢ represent
weight parameters that dictate the new state.

output(t) = a(W,x(t)+V,h(t —1)+b,) (5)

h(t) = output(t)- tanh(C(t)) (6)

The calculation method for determining the output gate is explained by equations (5) and (6). In
the initial step, a sigmoid layer is used to determine the activation status of the cell. The next step
involves applying the hyperbolic tangent (tanh) function to the revised cell status. The last step
involves multiplying the current cell state by the output gate state at time t, which yields the output
represented as h(t). Vo denotes the weight parameter associated with the output gate. The cell is an
integral part of the LSTM neural network design functionality, and understanding it is vital to evaluate
the performance of the framework. The fundamental structure serves as a key basis for the
development of a bidirectional LSTM (BILSTM) network, which is designed to extract critical
features from data. The regular LSTM framework outperforms its bidirectional counterpart in its
ability to capture contextual information [12]. The bidirectional LSTM network utilizes data from
both previous and subsequent timestamps by integrating forward and backward time series,
improving the accuracy of time series predictions.

Evaluation Criteria

To accurately evaluate the performance of social media hate speech detection models,
comprehensive evaluation criteria must be used. For this study, we use a set of well-established
evaluation criteria.

Equation (7) illustrates the formula for the accuracy evaluation parameter [13].

accuracy = TP+TN @)
TP+FN +TN + FP

Equation (8) demonstrates formula of precision evaluation parameter:

. TP
recision= ———— 8
P TP + FP ®)
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Equation (9) demonstrates formula of recall evaluation parameter:

recall = _TP 9)
TP + FN

Equation (10) demonstrates formula of F-score evaluation parameter:

_ 2- precision-recall
precision+ recall

F1

(10)

In this study, these evaluation parameters are used to conduct a comprehensive evaluation of the
BiLSTM model's performance in detecting hate speech on social media. These measures collectively
provide insight into the model's ability to distinguish hate speech from non-hate speech instances
while reducing both false positives and false negatives, thereby contributing to a more efficient and
detailed evaluation.

Results of the study

This section presents the results obtained using the BiLSTM network for profanity identification.
Figure 3 shows the confusion matrix obtained when classifying the text into seven distinct groups.
The results of this study confirm that the BiLSTM network is suitable and effective for classifying
offensive language. The obtained results demonstrate the competence of the model in accurately
detecting offensive language in a given text, highlighting its ability to effectively classify text data
into multiple categories. This verification highlights the effectiveness of the BILSTM network as an
important asset in solving problems related to profanity detection. It strengthens control over online
content and contributes to a safer digital environment.
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Figure 3. Confusion matrix for the classification of five kinds

Figure 4 illustrates the results of the confusion matrices. This study aims to evaluate the relative
performance of different machine learning algorithms in differentiating hostile language from
positive and neutral statements by analyzing their confusion matrices. These results improve our
understanding of the strengths and weaknesses of each methodology and can help in choosing the
most appropriate strategy for detecting objectionable language in this multi-class context.
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Figure 4. The utilization of confusion matrices yields outcomes in the identification of hate speech.

Figure 5 presents a comprehensive comparison of several machine learning algorithms, with a
special focus on the well-studied BiLSTM network and its AUC-ROC performance.
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Figure 5. Results of the AUC-ROC curve
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This evaluation focuses exclusively on the binary classification issue of offensive language
recognition. The graphical representation of AUC-ROC curves facilitates a comprehensive
assessment of relative performance, helping to identify the most effective algorithmic approach for
the main task of offensive language classification.

The AUC-ROC curves clearly illustrate the balance between the performance of correctly
identifying offensive language and incorrectly identifying non-offensive speech, thereby providing
valuable insights into the discriminatory capabilities of the models. Importantly, the results show that
the BiLSTM network has a remarkable advantage in producing exceptional performance even at the
initial stages of the training process. The results show that the investigated BiLSTM network exhibits
fast learning and high discriminatory ability to classify unwanted language into two categories. The
initial success in achieving exceptional results highlights the potential of this tool as an effective
means of recognizing unwanted language, thereby contributing to improved content moderation and
a safer online environment.

Discussion

In discussion, improving hate speech detection on social media by exploring and implementing a
BiLSTM network. The study shows that BiLSTM effectively detects hate speech by leveraging its
ability to capture contextual dependencies and analyze sequential text input. A comprehensive
evaluation of the BiLSTM model using measures such as precision, confidence, recall, and F-score
confirms its effectiveness in detecting hate speech while reducing both false positives and false
negatives. Furthermore, a comparison of BiLSTM with alternative machine learning algorithms
illustrates its superior performance, especially in the early stages of training, indicating its fast
adaptability and robustness. The results of this study confirm that BiLSTM is an effective tool in the
ongoing quest to combat hate speech and promote safer online discourse. The continuous evolution
of the digital world makes it possible to apply advanced NLP techniques such as BiLSTM to improve
content moderation practices and create a more inclusive and respectful online environment. This
study expands on the methodologies used to detect hate speech, highlighting the need for technology
development to address the complex challenges of hate speech on social media.

Conclusion

In conclusion, investigating and deploying a BILSTM network will enhance hate speech
identification on social media. The paper demonstrates how BIiLSTM, by utilizing its capacity to
collect contextual dependencies and evaluate consecutive text input, accurately detects hate speech.
The efficacy of the BiLSTM model in identifying hate speech while lowering false positives and false
negatives is confirmed by a thorough study that takes into account metrics including precision,
confidence, recall, and F-score. Additionally, when compared to other machine learning algorithms,
BiLSTM performs better, particularly in the early training phases, demonstrating its quick adaptation
and resilience. The study's findings support the notion that BiLSTM is a useful instrument in the
continuous fight against hate speech and in favor of safer online conversation. Because of the way
the digital world is always changing, it is now possible to use cutting-edge NLP approaches like
BiLSTM to enhance content moderation procedures and foster an online community that is more
welcoming and kind. In order to solve the complicated issues of hate speech on social media,
technology development is necessary, as this study emphasizes by extending the approaches used to
detect hate speech.
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