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SUCCESSION IN TEACHING 3D MODELING AND AR/VR TECHNOLOGIES

Abstract

This article is devoted to the continuity in teaching 3D modeling, augmented (AR), and virtual reality (VR)
technologies. The authors pay special attention to integrating these technologies into the educational process,
their interrelation, and their importance for forming professional skills of future computer science teachers.
Topics were considered in two disciplines: “Computer graphics and 3D modeling” and “Augmented and virtual
reality”’, which have a systematic character and continuity. The project works of students within the framework
of studying these disciplines are presented, which were evaluated according to a specially developed
assessment scale according to six main criteria. The article presents the results of a pedagogical experiment in
teaching 3D modeling and AR/VR. 72 students of the educational programs “6B01506-Computer Science”,
“6B01514-Computer Science-Robotics” and the educational program “6B01505-Physics-Computer Science”
took part in the experiment. The phased nature of the study helped to reveal these research questions
comprehensively. The phased nature of the study helped to reveal these research questions comprehensively.

Keywords: end-to-end digital technologies, continuity, 3D modeling, augmented reality, virtual reality,
future computer science teachers.
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3D MOJAEJIBJAEY ) KOHE AR/VR TEXHOJIOI' USIVTAPBIH OKBITY TAFBI CABAKTACTBIK

Anoamna

Makanazna 3D mozenbey, TonbIKThipbUIFan (AR) sxoHe BUpTyan bl mibIHaHbUIBIK (VR) TEXHOIOTHsIAPbIH
OKBITYJIaFbl Ca0aKTaCTBIK KapacCThIPbUIabl. ABTOpJap OyJl TEXHOJOTHsUIapabl OuTiM Oepy yaepiciHue
WHTETpalysiiayFa, OJlapIblH e3apa OaliaHBICBIHA JkoHEe Oonamrak WH(OpMAaTHKa MYFaiMIEpIHIH Kociou
JaFAbUIapblH  KaJBIITACTRIPYAAFbl MaHBI3IBUIBIFBIHA €peKlle Ha3ap aydapansl. Eki moH OolibiHIIA
TakKpIpBINITAPFA TaljIay >KacalbIHBIN anblHABL «KommbloTepnik Tpaduka xone 3D monmenbaey» xkoHe
«TONBIKTBIPBUIFaH KOHE BUPTYaJAbl MIBIHAMBUIBIK», OYJ1 2 MSH JKYHENEeHIeH cuMaT MeH cabaKTacThIKKA He.
Ocbl moHzAepai 3eprrey OapbIChIHIA CTYAEHTTEPIiH >KOOANBIK >KYMBICTaphl YCHIHBULABI, Xo0ajap apHaubl
O3ipJICHIeH aNThl HETi3ri KpUTepuiiFa colikec Oaranay mikamacekl OolibiHIIA OaranaHnel. Maxkanaga 3D
MOJIENIB/ICY, TOJBIKTBIPBUIFAH JKOHE BHUPTYaJIbl IIBIHAWBUIBIK TEXHOJOTHSIIAPBIH OKBITYJA JKYPTri3ijireH
MEeIarorvKaiblK 3KCIIEPUMEHTTIH HOTHXeNepi KepceTinreH. OkcnepumeHTre «6B01506-Undpopmarukay,
«6B01514-Nudopmaruka-podoTorexaukay  xkoHe  «6B01505-Dusuka-Unpopmaruka»  Outim  Oepy
OarmapnamanapbiHblH, 72 CTYJEHTI KaThICTBl. JKypri3iuireH 3epTTeyaiH Ke3eHMEH OpBIHAAIYBl 3epTTey
CYpaKTapbIH XKaH-KaKThl alllyFa KOMEKTECTI.

Tyiiin ce3mep: nudpiblk TexHOMIOTHATAP, cabaKTacThK, 3D Mozaenbaey, TOJMBIKTHPBUIFAH IIBIHANBUIBIK,
BUPTYaJJIbl NIBIHAWBLIBIK, OoJNaIaK HHGpopMaTHKa MYFaiMJIEPi.
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NPEEMCTBEHHOCTbDb B OBYYEHHMU 3D MOJAEJIMPOBAHNUIO U TEXHOJIOT'USIM AR/VR

Annomayus

B craree paccmarpuBaeTcsi HpeeMCTBEHHOCTh B 00yueHuH 3D MomenupoBaHHIO M TEXHOJIOTHUSIM
nornoHeHHOU (AR) 1 BupTyansHoii peanprOCTH (VR). Ocob60e BHIMaHNE aBTOPHI yISSIOT MHTETPAIAN 3THUX
TEXHOJIOTH B 00pa3oBaTeNbHBIA MpPOLECC, HMX B3aWMOCBS3M M 3HAYMMOCTH A1  (HOpMHUpOBaHUS
npodecCHOHANBHBIX HAaBBIKOB OyAymux yuuteneil mHpopmatuku. ComocTaBieHbl TEMBI ABYX JUCLUILINH:
«Kommnerorepras rpaduka u 3D mozenupoBanue» U «JlomnonHeHHas U BUPTyaJlbHasl PEATbHOCTEY, KOTOPbIE
XapaKTepU3YIOTCs CUCTEMaTU3UPOBAHHOM CTPYKTYPOH U MPEEMCTBEHHOCTHIO. V31105KeHBI MPOEKTHBIE PadOTHI
CTY/ICHTOB B paMKaXx M3y4YeHUs JaHHBIX AUCLUILINH, KOTOPbIe ObLTH OLIEHEHBI 10 CHENHUANBHO pa3pad0TaHHOM
LIKaJie OLEHMBAaHUS IO 6 OCHOBHBIM KpuTepusiM. B craThe mpencraBieHbl pe3yibTaThl MPOBEIECHHOIO
MEIarornYeckoro SKCIepuMenTa npu oO0yueHur 3D MOAETMPOBAHUIO M TEXHOJOTHSM [OIOJHEHHOW M
BUPTYaJbHON peanbHOCTU. B sKcliepuMeHTe MPHHSIIM y4acTHe 72 CTyAEHTa 00pa30BaTENbHBIX MPOTrpPaMMm
«6B01506-Nndpopmarukay», «6B01514-NMupopmarrnka-poOoTOTEXHUKa» U 00pa30BaTEeIbHON NPOrPaMMEI
«6B01505-®usuka-Uudopmatikay. [losTamHOCTF TPOBEACHHOTO WCCIENOBAaHMS TOMOTIIH BCECTOPOHHE
PaCKpBITh HCCIEA0BATEIBCKIE BOIIPOCHI.

KiaroueBble cjioBa: CKBO3HbIE LU(QPOBBIC TEXHOJOTUH, MPEEMCTBEHHOCTh, 3D MopenmupoBaHue,
JOTIOJIHEHHAs! peajbHOCTh, BUPTyalbHAasl PEaIbHOCTh, OyAyIINe YUuTeNns HH)OPMATHUKH.

Main provisions

Currently, there is an increased demand for skilled professionals in 3D modeling and AR/VR in
the labor market. 3D modeling is a multidisciplinary field and requires knowledge and skills to solve
a variety of tasks through analysis, abstractions, modeling, and programming. It requires a revision
and systematization of university education in terms of the principle of continuity of skills and
knowledge in 3D modeling, and the development of AR/VR applications to eliminate knowledge
gaps of university graduates.

Also, it is necessary to observe the principle of continuity in the presentation of educational
material and the integration of two disciplines for a more holistic perception of the surrounding world.

Introduction

The contemporary advancement of digital technologies profoundly has influenced educational
processes. Particular emphasis is placed on 3D modeling, as well as augmented and virtual reality
(AR/VR) technologies, as their demand is increasing across numerous industries. In this regard, there
is a need to develop effective continuity principle-based educational programs. The article aims to
explore the continuity in teaching 3D modeling and AR/VR technologies, identify key
methodological approaches, and offer recommendations for improving the educational process. 3D
modeling and AR/VR expand possibilities in the design, visualization, and interaction with digital
content. Educational programs and courses focused on these technologies must ensure continuity,
consistency, and logical development of students' knowledge and skills. This includes both the
fundamental principles of manipulating 3D models and the complex aspects of integrating these
models into AR/VR environments.

International research also confirms that the ability to model is an increasingly necessary skill for
future computer science teachers. Cross-curricular technology use in the classroom appears to be
effective at the educational level, according to international research. Research in physics, astronomy,
anatomy, chemistry, etc. are a few examples [1-3].

By utilizing cross-cutting technologies, students became highly motivated to learn and could easily
discover new knowledge about complex and unavailable real-life processes, mastering their practical
skills. Studies have revealed, for example, that students using the traditional method misunderstood
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some astronomy concepts and carried the misconception for years. Through AR technology, students
were able to achieve an accurate understanding of astronomy concepts [3, 4].

This skill is relevant in the development of interactive learning tools using AR/VR technology in
the educational environment. AR tools are known to be promising and effective because they activate
students’ learning and cognitive activities.

For example, in the field of building design and architecture [5], a preliminary visual
representation is significant and is successfully implemented with Building Information Modeling
(BIM) [6]. The dynamic facade of the building, responding to climatic conditions, filling with various
textures, animation of the movement of vehicles, and the functioning of the electrical and heating
systems are tangibly conveyed through augmented and virtual reality [7, 8]. Restoring damaged parts
of stone sculptures and artifacts found in archaeological excavations through virtual 3D
reconstruction is also the result of the integrated work of modeling and augmented reality [9].

A notable achievement in this area is the development of the NeRF (Neural Radiance Field)
algorithm, which is capable of constructing highly realistic models even with weak geometric image
configurations. Another algorithm, SIFT (Scale Invariant Feature Transformation), is effective under
various radiometric and geometric conditions. In addition, based on the assigned tasks, algorithms
such as the SURF (Speeded Up Robust Features), ORB (Oriented FAST and Rotated BRIEF), SfM
(Structure from Motion), and MVS (Multi-View Stereo) can be used as well [10]. All these studies
are aimed at automating the modeling process, making it more accurate and detailed.

All studies mentioned above highlight the necessity of developing 3D models without diminishing
the significance of professional 3D content creators’ work. Particularly, this requires paying special
attention to their artistic and aesthetic training, boosting design and construction skills, and evoking
spatial thinking through mathematical and/or physical modeling. In this context, teaching students
3D modeling is not only practical but also has a theoretical meaning that includes a deep
understanding of the modeling process as a whole.

Despite their benefits, 3D-modeled objects require integration with other technologies to fully
utilize their potential. This is possible in symbiosis with immersive technologies such as augmented
and virtual reality.

Research methodology

The continuity study was organized into several stages in teaching 3D modeling and augmented
and virtual reality technologies. The study’s phased nature helped to reveal comprehensively these
research questions.

The first stage involved identifying a targeted academic group of undergraduate students.
Particularly, they were studying similar educational programs, which are “6B01506-Informatics”,
“6B01514-Informatics-Robotics” and “6B01505-Physics-Informatics” where they also studied the
development of AR/VR applications during the “Augmented and Virtual Reality” course in their
fourth academic year. 72 students who developed AR/VR applications in a project-based learning
format, participated in the study. A discipline with a volume of 5 credits (ECTS) made it possible to
conduct a pedagogical experiment in consensus with the curriculum. Note that completing “Computer
Graphics and 3D Modeling" a course in the third academic year, is the primary requirement to enroll
in this course.

We compared the topics in these two disciplines. The topics discussed in these two disciplines are
systematic and consistent (Table 1).
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Table 1. Interrelated topics across the two courses

N «Computer Gmp hics and 3D «Augmented and Virtual Reality» course
Modeling» course
1. | Modeling objects based on primitives | Introduction to Augmented Reality and Virtual Reality
Technologies. Hardware and Software of AR/VR
2. | Fundamentals of Mesh Modeling AR/VR development in Unity. Introduction to Unity:
User Interface, Scene, Navigation and Primitives
3. | Fundamentals of spline 3D Models for AR/VR Applications. The Asset Store
4. | Creating models using the lofting Vuforia Engine Package for Unity
method
5. | Deformation of models built using the | Graphics: Rendering, AR Camera, Lighting, Meshes,
lofting method Textures, Shaders, Materials
6. | Modeling using Boolean operations Interaction with virtual objects: buttons, virtual buttons,
voice recognition, Lean Touch, Gaze interaction
7. | Working with materials. Non-standard | Physical properties of virtual objects: Rigidbody,
materials Collision, Joints
8. | Applying texture maps Animation of virtual objects: Rotation, Clips, Animator
Controllers
9. | Material Projection Basics Scripting for interactions: Scripting concepts, Important
Classes, Unity architecture, Plug-ins
10.| Cameras in the scene. Dynamics in the | Targets: Image Targets, Cylinder Targets, Ground plane
scene. Stage Lighting Basics and MultiTarget
11.| Introduction to Animation. Character | Multimedia in VR scene: Audio Mixer and Video Clips
animation using Character Studio

By examining topics covered by the two disciplines, we could determine how closely related and
intersecting 3D modeling and AR/VR are. Knowledge and skills from one field are directly applied
to another, which makes the preliminary study of 3D modeling necessary for the effective
development of augmented and virtual reality technologies. At the next stage, a selection of
educational projects was carried out, in which students developed various projects using Unity or
Unreal Engine with integration of the Vuforia SDK and Easy AR. Consider a project that aims to
create a virtual reality that allows for internal teleportation (Figure 1).

Figure 1. Teleportation in VR
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Teleportation is instant movement from one location to another. By calculating the distance based
on the Collider's position and opting for a focus mode, students were able to implement it and add
interaction with virtual objects.

As it is already known, virtual 3D objects can be split into two main types, low poly and high poly,
based on the number of polygons used, which affects their detail. Low poly is a simplified model with
fewer polygons, requiring less computing power, and all flat details that do not affect the silhouette
are drawn through textures or on the normal. High poly is more detailed due to no polygon
restrictions. Students used the produced 3D models with few polygons for minor objects when
completing projects, but these models were better and more detailed for the primary elements.
Consider, for example, a project to manage virtual models using Lean Touch (Figure 2).
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Figure 2. Managing a 3D model using Lean Touch

Lean Touch is an asset that activates Touch operation in smartphones. It allows you to move,
connect, grab, etc. virtual models controlled through sensors. The project contains minor low poly
and main high poly models in the form of furniture and various structures in the house, which can be
manipulated to build an entire house.

Students’ work was assessed according to the developed project evaluation scale, according to six
main criteria (Table 2).

Table 2. Project work assessment scale

Criteria Explanation of the criterion Ass:csaslr;ent
Purpose Indicate the projects’ purpose and relevance; analyze the problem's Excellent
relevance and emphasize its uniqueness 90-100%
. _ Good
Outline the problem that the project intends to address 70-89%
Understanding of the purpose of the project is not clearly expressed Sa;g_fgg;c;)ry
Expressing the project’s objective is unclear, and it Unsgﬁf;%/itory
Analysis of | An analysis of existing solutions and a search are conducted. The Excellent
existing project’s original within its field and proposed solution are both 90-100%
solutions and | promising and relevant
methods Some indicators are considered during the project’s subsequent analysis, Good
including a literature review, comparison with similar studies, etc. 70-89%
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Some indicators are considered during the project’s subsequent analysis,
including a literature review and comparison with similar studies.
However, there is an insufficient comparison with similar studies

Satisfactory
50-69%

Existing solutions and similar projects are presented

Unsatisfactory

participants’ work aligns with the project’s goal and objectives; the
participant shows a general understanding of the project

0-49%
Methods The selected methods are justified and align with the identified issue. Excellent
Appropriate tools and methods were chosen for the project 90-100%
implementation
Methods are not as effective as widely accepted alternatives and Good
contribute to addressing the issues in the project 70-89%
Methods are not as effective as widely accepted alternatives and do not | Satisfactory
fully contribute to addressing the issues in the project 50-69%
The results do not coincide with the stated objectives. The selected tools | Unsatisfactory
and methods for project implementation are irrelevant and failed to 0-49%
facilitate getting the desired outcome
The result The project’s goal and objectives are fully realized. The project Excellent
quality demonstrates the fundamental principles of project execution 90-100%
The project’s goal and objectives are not fully realized. The project Good
demonstrates the fundamental principles of project execution. The 70-89%
fundamental principles of the project are not fully articulated
The project’s goal and objectives are partially realized. The fundamental |  Satisfactory
principles of the project are presented in fragments 50-69%
The project’s goal and objectives are not achieved. There is no | Unsatisfactory
understanding of the fundamental principles of working on the project 0-49%
Independence, | The participant is confident in his/her contribution to the project, Excellent
individual detailing the specific role he undertakes. The participant’s contribution 90-100%
contribution to | to the project is significant and meets the established goals and
the project objectives; the participant shows a strong understanding of the subject
area
The participant possesses a general understanding of the project’s Good
content but lacks clarity regarding their specific contributions. The 70-89%

The participant understands the project’s content but is unable to specify
their contribution to it. The participant’s work aligns partially with the
project’s goal and objectives

Satisfactory
50-69%

The participant is unable to articulate their contribution to the project.

Unsatisfactory

The participant’s work does not align with the project’s goals and 0-49%
objectives

?:prft(;i::; All project requirements are met gécf(l)lg&f
The largest number of requirements for the project are fulfilled 7?_%%% %
Half of the project requirements are fulfilled Sa;ios_fgg:[;ry
Project requirements are met or not fully met Unsg’i{s;a/ztory

The evaluation results demonstrated both strengths and areas for further improvement. These

Results of the study
The findings from a reflective survey of students indicated the positive direction of the study. A
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results will be used to analyze further and improve the learning process, and to provide constructive
feedback to students to improve their professional skills and the quality of their projects. The results
of the reflexive survey of students also showed the research's positive orientation.

total number of 72 respondents were surveyed, comprising 35 (48%) from the educational program
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“6B01506-Informatics”, 25 (35%) from “6B01514-Informatics-Robotics”, and 12 (17%) from the
educational program “6B01505-Physics-Informatics” (Figure 3).

= 6B01506-Informatics
= 6B01514-Informatics-Robotics

= 6B01505-Physics-Informatics

Figure 3. Number of respondents by educational program

To the question, “How do you assess your knowledge and skills in 3D modeling? (choose one of
the proposed ones)”, 42 students answered that they had an average level (“I have sufficient
knowledge and skills in creating models and working with various materials, but more experience is
required”), 18 students answered that they had a high level of knowledge (“My knowledge and skills
allow me to develop complex and more detailed models in various programs”), and 12 students had
a beginner level (“I have only basic knowledge and can create simple models, and a lot of practice
and study is required”) (Figure 4).

high level (Mv knowledge and skills average level (I have sufficient beginner level (I have only basic
allow me to develop complex and more fmowledege and skills in creating models knowledge and can create simple models
detailed models in various programs)  and working with various materials, but and a lot of practice and study is
more experience is required) required)

M 6B01506- Informatics H 6B01514-Informatics-Robotics M 6B01505-Physics-Informatics

Figure 4. How would you rate your knowledge and skills in 3D modeling?

Students were also asked “Choose 3D modeling programs that you have studied and use most
frequently (multiple choice)” and more students chose Blender, that is, 49 times (Figure 5).

others mmmm 4
SolidWorks m 1
Daz Studio 0
Fusion360 = 1
AutoCAD w9
SketchUp s 30
Houdini =™ 1
Blender e 49
Cinema4D mm 2
ZBrush messs 4
3ds Max e 04
Autodesk Maya me—— 1]

Figure 5. Choose a 3D modeling program that you have studied and use most frequently
(multiple selection)
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Regarding the question “Choose the most important feature of AR/VR applications” 22% of
respondents indicated the functionality and interactivity of the 3D models employed, while 17% opted
for the “physical features of the 3D models used” (Figure 6).

u Attractiveness of the application
interface

i% Detail of the 3D models used
19% 21%

Functionality and interactivity of the 3D

‘ models
Physical features of the 3D models
® Animation of virtual 3D objects
m others

Figure 6. Choose the most important feature of AR/VR applications

Analyzing all the results obtained, it is evident that the phased nature of the study facilitated a
thorough exploration of its essence. The continuity in teaching 3D modeling and AR/VR enhanced
the learning process by optimizing 3D models’ building and improving their physical attributes in a
virtual setting, thereby facilitating the attainment of the study’s objectives.

Discussion

The study of continuity in teaching 3D modeling as well as augmented (AR) and virtual reality
(VR) technologies has shown a positive trend. The continuity of methods and approaches in these
disciplines allowed students to learn new skills faster and apply them more effectively in practice. In
addition, integrating AR/VR technologies into the process of creating 3D models improved the
quality of visualization and increased the accuracy of their physical characteristics, which contributed
to an in-depth understanding of complex concepts and accelerated achievement of learning objectives.

Additionally, the closely related topics of the disciplines “Computer Graphics and 3D Modeling”
and “Augmented and Virtual Reality” contributed to the enhancement of students' skills in developing
AR/VR applications. Students’ completed project work validates this, as they underwent evaluation
using a specially designed assessment scale that involved six criteria. Each criterion has 4 evaluation
levels.

Conclusion

Maintaining continuity in teaching 3D modeling as well as augmented and virtual reality
technologies is essential for effectively advancing these rapidly evolving and complex fields. A
systematic approach to learning, including basic skills and advanced techniques, provides students
with the solid knowledge and practical skills needed to succeed in these fields. Educational programs
must consider the peculiarities of technology development, and the educational product is developed
logically and consistently. The research perspective is aimed at identifying and optimizing effective
approaches to teaching 3D modeling, which will further improve the process of training specialists to
create applications in augmented and virtual reality (AR/VR).
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