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Abstract

This study investigates the efficacy of an ensemble model in classifying stroke images, combining CNN
(Convolutional Neural Network), EfficientNetB7, and DenseNet201 architectures. Utilizing a dataset of 2,501
black-and-white images from the Kaggle stroke dataset, the research addresses the challenges posed by limited
data and explores data augmentation techniques to improve model performance. The ensemble model’s
performance is compared against individual models such as MobileNetV2, EfficientNetB0, ResNet50, and
DenseNet201. Results demonstrate that, while the ensemble model shows potential, its accuracy does not
significantly exceed that of the top-performing standalone models, highlighting the need for larger datasets
and more sophisticated ensemble techniques to enhance reliability. This work provides insights into the
application of ensemble learning for stroke classification, paving the way for advancements in Al-driven stroke
diagnostics.

Keywords: stroke classification, ensemble learning, CNN, EfficientNetB7, DenseNet201, data
augmentation, medical image analysis, artificial intelligence, deep learning, brain imaging.

A.T. Typcemnosal, 5.C. Omapos!
'Kazaxckuil HallMOHAILHBIN YHUBEPCUTET UMEHH anb-Papabu, r. Anmarel, Kazaxcran
CPABHUTEJIBHBIU AHAJIN3 MOJAEJIU AHCAMBJIA U151 KIACCUOPUKALIMU UHCYJIBTA

AnHomayus

B nanHoM wuccnemoBaHuM u3ydaercss 3(Q(QEKTHBHOCTh aHCAMOJICBOM MOJENH I  KiacCU(HUKAIUU
u300pakeHnit uMHCYnbTa, oObenuusitomenn apxutektypsl CNN - (Convolutional Neural Network),
EfficientNetB7 u DenseNet201. Hcmons3yss Habop manHbix u3 2501 dvepHO-Oenmoro wn300pakeHHS W3
OTKpBITOro HaOopa naHHbIX Kaggle 1jis MHCYNbTa, MCCIIC0BaHNE HAMNPABICHO HA MPEOIOJICHHE MPOoOieM,
CBSI3aHHBIX C OIPAaHUYCHHBIM OOBEMOM JAHHBIX, W BKJIHOYACT NMPUMEHCHHE METOJIOB ayrMEHTAIlUH JUIS
YIIyYIEeHUs] TTPOU3BOAUTEIBHOCTH Mojend. [Ipon3BoauTensHOCT aHCaMOJIeBOW MOJENH CPaBHHUBAETCS C
OTJCNbHBIME MOeI MU, Takumu kKak MobileNetV?2, EfficientNetB0, ResNet50 u DenseNet201. Pe3ynbTaTh!
MOKA3bIBAIOT, 4TO, XOTS aHcamOJjeBas MOJENb JEMOHCTPUPYET MOTCHIMAJ, € TOYHOCTh HE3HAYMTEIHHO
MIPEBBIIIAET TOKA3aTeNH JYUIIUX OTACIHHBIX MOJIENeH, 4TO O {YepKUBAET HEOOXOIUMOCTh HCIIOIb30BaHUS
0ojiee KpYIHBIX HAOOpPOB HAHHBIX W OOJiee CIOXKHBIX METOJIOB aHCAMOJIUpPOBAHUS JUIS TOBBIIICHUS
HaJCKHOCTU. DTO UCCIICAOBAaHUE MPEAOCTABIIACT [ICHHBIC JaHHBIC O IPUMEHEHUHM aHCaMOJICBOro 00yUeHUs
JUTS KITacCU(UKAIIY WHCYJIBTA, OTKPBIBAs IEPCIIEKTUBBI JIJIS1 PAa3BUTHI TUArHOCTUKHU UHCYIIbTa Ha ocHOBe M.

KaoueBbie ciaoBa: ximaccupukanus WHCynbTa, aHcamOneBoe oOydenue, CNN, EfficientNetB7,
DenseNet201, ayrmeHTanusi JaHHBIX, aHAIW3 MEIWIMHCKUX H300paKeHUH, MCKYCCTBEHHBIM HHTEIJICKT,
riIy0oKoe 00y4eHune, BU3yaau3aliys Mo3ra.

A.T. Typcenosal, 5.C. Omapos®
lon-Mdapabu aTeingarel Kasak yITTBIK YyHUBEPCHTETI, AMaTEHI K., Kazakcran
HUHCYJBbTTI KIKTEYI'E APHAJIFAH AHCAMBJIb MOJIEJIIH CAJIBICTBIPMAJIBI TAJIJAY

Anoamna
Ocer  3eprreyme CNN  (Convolutional Neural Network), EfficientNetB7 xone DenseNet201
apXUTEKTypajapblH OipiKTipeTiH aHcaMOJbAIK MOAENBIAIH HHCYIBT CYPETTepiH KiIacCHPHUKaLUsIayIaFbl
THIMJILTITI KapacTeIpbutapl. Kaggle aniblk WHCYNBT JepekTep KUHAFbIHAH anbiaran 2501 kapa-ak cyperTep
KUBIHTBIFBIH TAlallaHa OTBIPHIN, 3ePTTeY JEPEKTEep/AiH HIEKTEYi KelleMiMeH OalIaHBICTBl MoceJenep/i
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nrenryre OarbITTAIFaH JKOHE MOZETBIIH OHIMIUIMH apTThIpy YLIIH ayrMEHTauusl SJICTEepiH KOJIaHYABI
KaMTHabl. AHCaMOJIbaiK MoaenbaiH oHiMauIr MobileNetV2, EfficientNetB0, ResNet50 sxone DenseNet201
CHSIKTBI JKEKE MOJIENIBJCPMEH CabICThIpblIaasl. HoTmkenep KepceTKkeHael, anHcaMOIIbIiK MOJENb dJeyeTKe
e OonFaHbIMEH, OHBIH JIOJAIr Y3[iK JKeKe MOJENbACpHiH KOPCETKIIITEepiHeH a3 FaHa »KOFapbl, Oy
CEeHIMJIUTIKTI apTTHIPy VIIIH YJIKEH NePeKTep >KHUBIHTHIKTAPBIH >KOHE KYpAeNipeKk aHcaMONb oJicTepiH
KOJIIaHYJBIH KaKETTUITiH Kepcereni. bynm 3eprrey WHCYIBTTI KiIacCHpUKAIUSUIAy VIIH aHCAMOIBIIK
OKBITYABl KOJIaHy Typaibl KYHIBI aKmaparT Oepeni, »acaHAbl HWHTENJIEKT HEeTi3iHAeri HWHCYIbT
JIMarHOCTHKACKIH IaMBITYFa TIEPCIICKTHBAAD alllajbl.

Tyiiin ce3mep: nHCYNBTTI Knaccupukanmsiay, ancamompaik okpiTy, CNN, EfficientNetB7, DenseNet201,
JepeKTepAl ayrMEeHTalusIay, MEAULMHAIIBIK CypeTTepi Tainay, >KacaHabl WHTEJUICKT, TEPEH OKBITY, MU
BU3YaJIM3aUSCHL.

Main provisions

This study looks at how well an ensemble model works for classifying stroke images, combining
CNN, EfficientNetB7, and DenseNet201. With a limited dataset, the research shows the ensemble
model only gives a small boost in accuracy compared to single models like MobileNetVV2 and
EfficientNetB0. Using data augmentation techniques made the training set more diverse and
improved overall model performance; still, the ensemble method did not offer a big advantage. These
results stress the importance of having bigger and more varied datasets, along with better ensemble
methods, to see real gains in classification accuracy. This research gives useful insights into using
ensemble learning for stroke diagnosis, opening doors for future progress in Al-based medical
diagnostics.

Introduction

Stroke is a major health issue around the world, being a top cause of death and lasting disability.
The World Health Organization (WHO) reports that about 15 million people have a stroke every year,
with 5 million ending in death and another 5 million facing lasting disabilities [1]. The serious effects
of stroke affect not just the individuals who survive but also create heavy costs for healthcare systems
globally. Quick and correct identification of stroke is key to lowering the death rate and the long-term
issues related to it, as it allows for timely treatment [2, 3]. This is especially significant as ischemic
and hemorrhagic strokes are treated differently. Neuroimaging studies, and especially CT, are crucial
for stroke diagnosis as they enable neurotherapists to quickly evaluate the patients’ and/or their brain
images. Although MR is suggested to have superior imaging quality, CT is more useful in emergency
cases because it is readily available, quick to perform, and inexpensive [4].

Al and deep learning, in particular, have emerged as technology that can change the game in
medicine, enabling improvements in the automated diagnosis over the past few years. Strokedetection
is one of the brain imaging classification tasks that have implemented CNNs heavily [5]. CNNSs learn
from labeled examples of different classes many compounds and features, which leads to sufficiently
high levels of output accuracy that can be comparable to those achieved by humans in certain areas.
Nevertheless, architectures such as MobileNetV2, EfficientNetB0, ResNet50 and DenseNet201 have
some disadvantages [6]. These shortcomings may be more pronounced in the case of small data sets
characteristic of medical imaging due to data size and confidentiality issues [6, 7].

Ensemble learning methods have emerged in response to the single-minded models by
incorporating the best of the several models [8] and are able to improve accuracy and robustness. The
use of ensemble models in the classification of medical images has been encouraging because models
with different learning architectures can use them to make improved predictions. This study aims to
evaluate the performance of an ensemble model comprising of CNN, EfficientNetB7 and
DenseNet201 for stroke classification, arguing that such a combination could perform better than any
of the architectures in isolation. In this study we compare this ensemble model with mobile v2,
efficientnetb0, resnet50, densenet201 standalone networks to determine whether such ensemble
methods provide direct improvement in classification performance as seen in [8].
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This research has two primary goals: the first one is about determining whether an ensemble
approach can enhance stroke image classification on a small dataset, and the second is concerned
with the extent to which the ensemble performs better than the individual models. It is anticipated
that the results of this research will show how stroke diagnostics can benefit from the use of ensemble
learning and foster further developments in the Al-supportive systems aimed at improving the
performance of health practitioners through more accurate and time sensitive diagnosis. In view of
the market demands for better instruments towards clinical practice especially in less well-equipped
societies, such work makes a contribution towards further development of Al in medical imaging [9].

Literature Review

Stroke remains an issue, for health and is the second most common cause of death and a major
contributor to long term disability on a worldwide scale. It is crucial to detect strokes accurately to
enhance outcomes through timely intervention since ischemic and hemorrhagic strokes necessitate
different treatment strategies. Diagnosing strokes typically begins with neuro imaging techniques,
like computed tomography (CT scan ) and magnetic resonance imaging (MRI) which are commonly
utilized in practice. In emergency situations, like acute care settings where time's crucial and
availability is key doctors usually opt for CT scans because they are fast and widely accessible. On
the hand MRI scans offer image quality and resolution enhancements albeit at a higher price and
limited availability.

Traditional methods, for analyzing stroke images [4] heavily depend on radiologists expertise — a
time consuming and error prone process that has sparked an interest in intelligence (Al) deep learning
(DL). The use of Convolutional Neural Networks (CNNs) a DL architecture tailored for image
analysis tasks like medical image classification for stroke detection and categorization — has shown
potential, in providing automated and accurate solutions. Convolutional Neural Networks (CNN)
acquire knowledge from collections of categorized images by identifying intricate visual attributes
without the need, for extensive manual input; hence they are well suited for tasks such, as stroke
categorization.

Research, on learning models for categorizing strokes primarily focuses on neural networks (CNN)
and their variations. CNN technology is commonly used to analyze CT and MRI scans to differentiate
between hemorrhagic strokes with accuracy. Although CNN models excel in this task on datasets in
medical imaging applications due to their effectiveness in extracting features from brain images they
encounter challenges when dealing with smaller datasets due to privacy concerns and limited
accessibility. For example a study referenced as [1] showcases the capability of CNN models in
extracting features, from brain images. Also points out the difficulty they face in generalizing results
when trained on limited data. Moreover because MRI data offers tissue details algorithms trained on
MRI datasets typically exhibit precision, in detecting subtle stroke related variations when compared
to models based on CT scans. However in situations CT scans still present, as the alternative.

In order to improve the precision of diagnoses and address the constraints of using CNN structures
researchers have been exploring alternative DL models such, as ResNet, EfficientNet and DenseNet.
For example EfficientNet effectively adjusts network parameters to capture image details with less
computational effort. On the hand DenseNet has been found to enhance the flow of information,
across layers, which proves useful in capturing structural features within regions affected by stroke.
Although these models have shown success individually they may encounter performance challenges
in situations. When the training dataset lacks diversity.

Ensemble learning has demonstrated outcomes in bolstering the effectiveness of stroke
classification systems by merging models to enhance predictive accuracy collectively. In this
approach each model lends its patterns to offset model shortcomings and improve the systems overall
efficiency. Researchers have investigated combining models, like CNN, EfficientNetB7
Densenet201 to elevate classification precision by leveraging the strengths of each architecture. For
example a study analyzed a combination of MRI data, with MobileNet V2. Achieved promising
results in identifying signs of a stroke, in the brain.
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Additionally incorporating techniques, like information and feature importance ranking has
enhanced the effectiveness of models in categorizing strokes. Research has demonstrated that these
combined systems not enhance classification accuracy metrics such as sensitivity and specificity but
also make it easier to understand the model by emphasizing the crucial image characteristics. This
strategy has shown success when employing gradient boosting algorithms such as LightGBm or
CatBoost in conjunction, with CNN result.

In the field of stroke image analysis and segmentation models working together have made an
impact far. Identifying the areas, in the brain is crucial for classifying strokes and planning treatment.
A notable event in this domain is the Ischemic Stroke Lesions Segmentation (ISLES) challenge [10]
which has played a role, in developing and evaluating deep learning algorithms for segmenting stroke
lesions. The ISLES 2018 challenge especially has significantly contributed to improving
segmentation techniques by providing a dataset containing types of CT and MRI images. Having
access, to these datasets has allowed researchers to enhance models for segmentation. This is
important, for recognizing tissue in cases of strokes [11].

The effectiveness of division and categorization models, in medical image tasks demonstrates how
ensemble techniques can be flexible and versatile in scenarios, within the field of healthcare
technology. One example is the Stroke Unet network. An architecture based on the Internet of
Medical Things (IoMT) specifically crafted for stroke analysis [12]. It merges UNet with layers
customized for high resolution CT scans to enable instant data processing that aids clinical decision
making processes. This combined method takes advantage of UNets proficiency in segmentation
while also utilizing loMT to integrate with clinical protocols. By integrating a combination of models
into the Internet of Medical Things (IloMT) medical professionals can improve the availability of data
to allow for monitoring and analysis, in acute stroke care scenarios that support treatment responses.

Although ensemble models have benefits to offer in fields including medicine, they also come with
their own set of challenges that are particularly prominent, in healthcare settings. These challenges
include demands, the requirement for extensive and well labelled datasets and the complexities
involved in deploying such models. Initiatives such as the ISLES challenge have played a role in
establishing datasets for research purposes, however there is still a crucial need for more diverse and
larger datasets to effectively train models capable of generalizing across different populations.
Moreover developing frameworks that're both efficient in terms of computation and adaptable [13],
to different clinical scenarios remains an ongoing area of exploration and study.

In the studies could look into enhancing structures to smoothly integrate with current clinical
setups in places, with limited resources. It is important to combine loMT frameworks with models for
diagnostic processes through quick data processing and decision making support.Improving the
interpretability of models is crucial for giving clinicians insights that build confidence in Al assisted
diagnostics.Eventually creating scalable systems will be key, to unlocking the full potential of deep
learning and artificial intelligence in improving stroke diagnosis and treatment.

Research methodology

In this research project, a collection of 2,501 and white pictures (650 pixels by 650 pixels ) sourced
from the available Kaggle stroke dataset was utilized. The collection was split into three parts: 70 %,
for training purposes 20 % for validation tasks and 10 %, for testing procedures. The information was
classified into two groups. “normal” and “stroke” creating a classification challenge.Training the
model to achieve performance was challenging due, to the dataset size which required the
implementation of data augmentation techniques to expand the training data artificially and enhance
the models overall performance.

To enhance the variety within the training set we implemented data augmentation methods. These
techniques comprised rotations, flips along the axis adjustments, in width and height as well, as
zooming effects. The selection of these augmentations aimed to encompass viewpoints and boost the
models resilience by mimicking real world scenarios. Each modification was randomly introduced
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during training to ensure that each epoch involved modified renditions of the data, which helped
prevent overfitting and promoted generalization.

The main model used in this research was a model that integrated forecasts, from three structures
namely CNN, EfficientNetB7 and DenseNet201. The blending method was crafted to utilize the
features of each structure possibly offsetting any shortcomings. The structural design of the model as
shown in Figure 1 consists of the elements:

1. A unique CNN design featuring convolution and pooling layers tailored for this dataset was
developed by CNN.

2. EfficientNetB7 is a performing model that has been trained on ImageNet and is renowned for
its adjustments, in depth width and resolution.

3. DenseNet201 enhances the flow of gradients, throughout the models layers and is especially
advantageous, for handling datasets.

CNN
Input Layer: shape (224, 224, 3)

}

Conv2D Layer: 32 filters, 3x3 kernel, ReLU activation

}

MaxPooling2D Layer: 2x2 pool size

}

Dropout Layer: rate 0.25

}

Conv2D Layer: 64 filters, 3x3 kernel, ReLU activation

}

MaxPooling2D Layer: 2x2 pool size

}

Dropout Layer: rate 0.25

|

Conv2D Layer: 128 filters, 3x3 kernel, ReLU activation

l EfficientNetB7 DenseNet201

MaxPooling2D Layer: 2x2 pool size Input Layer: shape (224, 224, 3)

} )

Dropout Layer: rate 0.25 EfficientNetB7 base model: pretrained on ImageNet, not trainable initially

} !

Flatten Layer GlobalAveragePooling2D Layer

} !

Dense Layer: 512 units, ReLU activation Dense Layer: 512 units, LeakyRel U activation, |2 regularization

} !

Dropout Layer: rate 0.5 Dropout Layer: rate 0.5

Input Layer: shape (224, 224, 3)

}

DenseNet201 base model: pretrained on ImageNet, not trainable initially

|

GlobalAveragePooling2D Layer

}

Dense Layer: 512 units, LeakyRelU activation, |2 regularization

l

Dropout Layer: rate 0.5

! ) l

Output Layer: 1 unit, sigmoid activation Qutput Layer: 1 unit, sigmoid activation Output Layer: 1 unit, sigmoid activation

Final Prediction

Ensemble Method: Prediction Averaging
Figure 1. The design of a collective model structure, for classifying brain images

Each model was adjusted to work with the dataset by adding connected layers designed for
identifying stroke images accurately. The results, from these models were averaged to create the
outcome of the group model that utilizes the advantages of each network.

To assess how well the ensemble model performed in comparison, to the baseline models training
and testing processes involved working with four models:

- Mobile Net V2 and Efficient Net BO used the pre-existing ImageNet. Layers have been added
to adapt them for stroke classification purposes. The models were compiled using the Adam optimizer
with a binary cross-entropy loss function and accuracy as an indicator of performance measurement.
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To optimize the effectiveness of training and prevent problems with retraining during the model
training period, adjustments to the learning rate were included in 50 epochs. The mechanisms of early
stopping with the help of callbacks are implemented.

- Both ResNet50 and the custom CNN model utilized trained weights that underwent fine tuning
by adding extra layers like the other models did too Class weights were also tweaked to handle the
imbalance, in dataset classes Both models underwent an initial 10 epochs of training followed by an
additional 20 epochs, to fine tune the last layers.

In order to work well with trained models and their weights that are set for a certain size, like 224
by 224 pixels all the images in the research were adjusted to this size for uniform comparison and
integration, into the model ensemble.

Results of the study

Here are the main results, from comparing the combined model with structures, on the training set
and testing set using accuracy and loss measurements to assess each models performance.
MobileNetV2 exhibited the test accuracy of 65 625% as depicted in figure 2 and demonstrated via
training and validation loss graphs souvenir whereas EfficientNetBO0 also delivered results with a final
accuracy score of 59 375%. These outcomes underscore the challenges faced by models when dealing
with data sets.

Model Loss Model Accuracy

0.95 — MobileNetV2 Train Loss

MobileNetV2 Validation Loss
— EfficientNetBO Train Loss 0.62
— EfficientNetBO Validation Loss

" /\/\
—— MobileNetV2 Train Accuracy

>
§ MobileNetV2 Validation Accuracy
3 0.58 1 — EfficientNetBO Train Accuracy

< —— EfficientNetBO Validation Accuracy

R

0.90

0.85

Loss

0.80

0.70

0 2 4 6 8 0 2 4 6 8

Figure 2. Loss in training and validation of MobileNetV2 and EfficientNetBO models

After some additional adjustments and fine tuning, to the ResNet50 model in our study experiment
showed outcomes with a peak test accuracy of 61,5% The training process details are represented in
figure 3 with insights on the variations in both training and validation losses highlighted This evidence
suggests that advanced models, like ResNet50 encounter challenges when working with limited
datasets.

ResNet50 Loss ResNet50 Accuracy
—— Train Loss 0.6 — |
0.8 4 Validation Loss \
05 ‘ ‘
0.6 |
0.4 1 | |\
> |\
9 8 —— Train Accuracy
3 0.4 3 0.3 validation Accuracy
< \
0.2 \
| \ \
0.2 \
\ J \ 0.1 1
0.0 1 0.0
0 2 4 6 8 0 2 4 6 8
Epochs Epochs

Figure 3. The ResNet50 model showed both train and validation losses during the training process
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In an attempt to improve accuracy rates than 61,5% a combination of CNN models, like
EfficientNetB7 and DenseNet201 was utilized in an approach as supported by Figure 4. Though
ensemble learning is theoretically advantageous in boosting accuracy levels of models in practice;
this combination failed to achieve an improvement beyond what was achieved by individual models,
like MobileNetV2.
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CNN Accuracy
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Epoch
EfficientNetB7 Accuracy
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DenseNet201 Accuracy

0.8

0.7 1

0.6 1

Loss

0.4 1
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/

\

Epoch
DenseNet201 Loss
— Train
—— Validation
/
0 1 2 3 - 5 6
Epoch

Figure 4. Train and Validation Loss of CNN, EfficientNetB7, DenseNet201 ensemble Models

Table 1 presents an overview of the accuracy findings, for all models on the test set and training
sets as the validation dataset results and performance metrics displayed a close match between the
top performing individual models and the ensemble models highest test accuracy level which
indicates a requirement, for a more extensive dataset to enhance meaningful progress.
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Table 1. Results, for accuracy, on the validation and training set for all models.

Model Test acc Validation acc Train acc
MobileNetV2 65.625% 61.83% 65.39%
EfficientNetBO 59.375% 62.07% 62.21%
ResNet50 61.5% 60.48% 67.95%
EfficientNetB7 62.5% 60.48% 67.95%
DenseNet201 60% 60.56% 61.72%
CNN 61.17% 61.91% 61.16%
Ensemble model 61.5% 56.25% 80.73%

Discussion

The results of the experiment suggest that combining models does not always result in
enhancements, in accuracy when categorizing data sets. The combined model displayed an
enhancement compared to individual models, however these outcomes are constrained by the quantity
and variety of the data used. These discoveries align with research that highlights how the
effectiveness of combined models is influenced by both the abundance and caliber of the data.

The models potential is greatly hampered by the dataset size. Even though using data augmentation
techniques helped broaden the variety in the training set it was not sufficient to make up for the
shortage of data. This underscores the importance of expanding the dataset whether through growing
the volume of data or utilizing data and other augmentation strategies. In the studies could concentrate
on enhancing data augmentation methods and utilizing data to address the challenges of working with
a limited dataset size effectively. It might prove beneficial to delve into sophisticated ensemble
strategies, like weighted averaging and stacking in conjunction, with other deep learning approaches.

The outcomes coincide with discoveries, in the realm of stroke categorization that underscore the
significance of varied data sets in attaining superior precision levels. Moreover numerous research
studies have highlighted that sophisticated ensemble approaches yield outcomes across various data
sets validating the need for continued enhancements, in this domain.

Conclusion

This research delved into how combining CNN with EfficientNetB7 and DenseNet201 could be
used to classify stroke images from a dataset. Even though using architectures, in a model showed
promise the results highlighted that the accuracy and reliability of the model were limited by the
datasets size and complexity. The test accuracy reached was similar, to what individual baseline
models achieved emphasizing the importance of improving both data availability and model
refinement in studies.

In order to overcome these constraints in the work of us will concentrate on implementing the
following enhancements:

- Data Expansion Strategy involves enlargening the dataset to offer a range of training examples,
for the models to learn from and improve their ability to generalize effectively.

- Advanced data augmentation involves using techniques to generate a range of training samples
that can assist models in adjusting to the intricate patterns found in stroke images.

- Enhanced Refinement Technique; exploring the inclusion of layers, in existing models to grasp
more intricate nuances that might enhance the precision of categorization.

- Utilizing a range of model designs in the ensemble to capture aspects of the data and potentially
strengthen the ensembles effectiveness, through diversity, in model integration.

- Fine tuning Parameters Systematically. Adjusting factors like learning rates and batch sizes
along with tweaking layer setups to enhance the models effectiveness.

In summary although the ensemble method shows potential, for categorizing strokes achieving
strong and practical performance relies on using datasets and improving model settings. Subsequent
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research in this area focuses on boosting the models precision and dependability which will help
create instruments, for managing strokes.
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