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Abstract

Nowadays natural language processing is widely used. For instance, it can be used to translate text, in search
engines systems, text topic identification. Such applications require preprocessing of text. It should be done, because
preprocessing of text can influence on system accuracy. Text preprocessing can be done by several ways. One approach
is identifying root of word. Advantage of identifying root of word is that it can save memory of computer, because
repeated roots will be saved one time. This paper describes stemming systems, which can identify root of word. In
literature review part authors reviewed to stemming algorithms, which can identify roots of words of Russian, Uzbek,
Turkish languages. Then authors proposed stemming system, which can identify root of word of Kazakh language. In
current paper authors describe how their system works. To test the system words from various parts of speech were
entered. Proposed system can identify roots of noun, verb, adjective, numeral words. The system response can be seen
in table 1. Pictures below show what kinds of suffixes, endings can be concatenated with root of word of Kazakh
language. However not all combinations are shown in pictures. In conclusion part advices for how to develop stemming
system are written.
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Byrinri TaHga Taburu TUIAI OHICY KEH MaimaibIHbUIAAbL. MbIcajbl: O0ip MAOTIHAI 0acka Tiare ayaapy VIIiH, i31ey
XKyiienepiHae, MOTIHHIH TaKbpIpbIOBIH aHBIKTaFaH/Aa KOJAaHa[bl. ByHHall KoJIaHBICTAp/IbIH aJFAIlKbl CaThUIAPBIHBIH
0ipi — MOTIHII eHIey. OUTKeHI O KYHCHIH NANIIriHE ocep eTe anambl. MOTIHII eHACYIIH opTypJi dmicTep Oap.
MortiHai enaeyaiH Oip amici — ce3miH TyOipiH aHBIKTay. Ce3miH TYOIpiH aHBIKTAy apKbUIBI KOMITBIOTEPIIH KaJbICEIH
yHemeyre Oonmaapl. OWTKeHI KaWTalaHATHIH TYOipiep Oip peT KaHa caKTalblHAABL. Bynm Makamanga cesmiH TYOipiH
TabaTBIH KYHelep Typaibsl TANKbBUIAaHAABL. ABTOpiap omeOHeTkKe Moy OelniMiHAe OpBIC, ©30€K, TYpIK TULIIepiHIH
ce3/epiHiH TYOIpiH aHBIKTaWTBHIH ANTOPUTMIHE IOy Kacail OTBIPHIN, Ka3ak TUTIHIH CO3IepiHiH TYOIpiH aHBIKTaHTHIH
XKyHere YCBIHBIC Oepemi. Makanama aBTOpIAPIBIH JKYHelepi Kajail jKYMBIC iCTEHTiHI JKailyel jkaszputraH. JKyleHiH
KaHIIAJIBIKTBI JIOJ ICTEHTIHIH TEKcepy YLIIH aBTopJiap Xyiiere apTypii ce3 TanTapblHIarbl ce3aepi enrizai. XKyie 3at
€CIMHIH, eTICTIKTiH, ChIH €CIMHIH, caH eciMHiH TyOipiepiH Taba amanpl. JKyleHiH kailitapraH jxayaOblH 1-KecTeneH
Kkepyre Oonajabl. MakanaHblH CypeTTepiHEeH Ka3ak TUIHIH Ce3iHiH TyOipiHe KaHAall >KYpHaKTap/bl, >KaJlrayliapibl
Kajrayra OoJlaTBbIHBIH Kepyre Ooianpl. JlereHMmeH, cyperrteple OapiblK KHBICTBIpYJAp KepceTiiMereH. ABTOpJap
MaKaJIaHbIH KOPBITHIHBI 00JIIMIHIE CO3/IIH TYOIpiH aHBIKTAWTHIH JKYHEHI Kalai jkacay KepPeKTiriHe keHec Oepei.

Tyiiin ce3aep: co3ain TYOipi, MOp(hOIOTHS, KYPHAK, KAJIFAy, CO3 TAITaAPhl, ATTOPUTMIED.
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CUCTEMA ONPEJAEJAIOIAA KOPEHD CJIOBA KA3AXCKOI'O A3bIKA

Ha ceromusmamii 1eHs 00paboTKa eCTECTBEHHOTO SI3bIKa IMUPOKO NMpuMeHseTca. Hanpumep, ee MOKHO IPUMEHHTH:
IIpY NIEPEBOJE TEKCTA, B IOMCKOBBIX CUCTEMAX, IPU ONPEIEICHUU TEMbl TE€KCTa. B Takux NpUMEHEHHSIX CHadala
cleyeT MpeaBapuTeNbHO 00paboTaTh TEKCT, TaK KaK OHA MOXKET MOBJIMATH HA KOHEUHBIA pe3ynsrar. CymiecTBYIOT
pa3HbIe METOJIBI IpeABAPUTEIBHOI 00paboTkn TekcTa. OMHIM U3 HHUX SBISETCA: ONpeNeieHNe KOpHS cioBa. JlaHHbII
METOJI MOKeT cOepedb MaMATh KoMIbioTepa. [loTromy d9To, mOBTOpsIOmKECs KOpHH OyIyT COXpaHEHBI OAWH pa3. B
JTAHHOM CTaThe paccCMaTpPHBAIOTCS Pa3HbIE CHCTEMBI, KOTOPBIE MOTYT OIpPENeNsaTh KOpPHHU cioB. B 003ope muteparyp
paccMaTpuBalOTCSl alTOPUTMBI JJISL PYCCKOTO, y30€KCKOTro, TYypeLKOTo s3bIKOB. Jlaliee aBTOpBHI INpeasiararoT CBOIO
CUCTEMY, KOTOPAasi MOKET ONPEACTATh KOPEHB CIIOBA KAa3aXCKOTO s3bIKa. B cTaThe aBTOPHI OMUCHIBAIOT KaK padOTaeT ux
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cucrema. UtoObl IPOBEPUTH TOYHOCTH pabOTHI CHCTEMBI, OBLIO BBEACHO CJIOBA M3 pa3HbIX yacteil peun. [Ipeanoxennas
CHUCTEMa MOXET OINpPEeNeNATh KOPHH HUMEH CYIIECTBUTEIbHBIX, NPHIAraTelbHbIX, YHCIUTEIbHBIX, rnaronoB. OTBer
CHCTEMbI MOXKHO YBHJIETh B Ta0muue Nel. V13 puCyHKOB cTaTbu MOXKHO YBUJETh Kakue cy(pdUKCh, OKOHYaHHS MOKHO
COCAMHATH C KOPHSAMH CJIOB Ka3axCKOro si3blka. [ TeM He MeHee, B PUCYHKax NpUBEIEHbI HE Bce KOMOMHanuu. B
3aKJIFOYEHUH aBTOPHI JalOT COBETHI 110 pa3paboTKe CUCTEMBI, KOTOPasi MOXKET OIIPEAEIIATh KOPHH CIIOB.

KuaioueBbie ci1oBa: KopeHb cioBa, Mopgosorus, cyhhuKc, OKOHYaHUE, YACTH PEUH, AITOPUTMBI.

1 Introduction

Nowadays application of natural language processing is wide. For instance, it can be used to explore
people’s opinions regarding some topic [1], in search engine system to recommend query [2], in machine
translation systems and topic identification [3]. Sometimes text should be preprocessed. It is necessary to get
better result. Preprocessing can be done by several ways. One approach is preprocessing by stemming.
Stemming is the process of identifying root of word by removing the last characters from it [4]. The last
characters can be suffixes, endings. For instance, to identify root of Kazakh word “kackeipaan”, the last
characters will be deleted until left part will be found in dictionary. In this case when ending “aan” will be
deleted, word “kacksip” will be found in dictionary. Hence “kxackpip” will be root. For languages with a lot
of suffixes, endings stemming can be useful. Because there is no need to store all word forms, hence
computer memory can be saved. In addition, stemming can be applied in spell checking systems. Currently
there are many stemming algorithms, but all of them cannot be applied to the same language. It is because of
languages can have different rules. In this paper we propose our stemming system for the Kazakh language.

2 Literature Review

Stemming can be preprocessing step of some analysis. Hence it can influence on the result of experiment.
Nowadays there are many stemming algorithms for various languages. For example, in works [5-8] authors
described algorithms respectively for Kazakh, Russian, Uzbek, Turkish languages. Languages can have
different rules. Therefore one algorithm designed for specific language cannot be applied to other languages.
In [6] stemming algorithm is written in Snowball string processing language. Snowball has compiler, which
can translate Snowball program into source code of programming languages like C#, Go, Java, Javascript,
Object Pascal, Python and Rust. In [7] authors discussed about Lovins stemmer, Porters stemmer, Dawson
stemmer, Paice/Husk stemmer and Krovetz stemmer. In [7] authors tested Lovins and Paice/Husk stemmers
by Uzbek words. After evaluating existing stemmers authors proposed their Uzbek stemmer. In [8] authors
discussed about “A-F” , ”L-M” algorithms to find out root of word . Authors of [9] paper developed
stemming system for Arabic language. To identify root of word authors used FARASA text processing
toolkit and Lucene library. Peculiarity of their stemming system is that it can identify plurality form of word.

3 Methodology

Kazakh language is an agglutinative language. According to [10] it has 10 parts of speech. In this paper
following parts of speech were analyzed: noun, verb, adjective, numeral. [11] was used as a stemming
dictionary. [11] was chosen because it contains part of speech. Pictures 1, 2, 3, 4 respectively show what
kinds of suffixes and endings can be concatenated with noun, verb, adjective, numeral of Kazakh language.
However they don’t show all concatenation combinations.

Maruivacsl Dacka ¥aHa
Ce30ep TYA-PaTEH
¥YDHAKTAD

‘ e 33T BCIM HACANTEH
WACAHTRIH HEriar #ypHaKTap ?

[ 38T eCIMHIH ] [T}'bIH,'J,bI 38T BCIM
. HYPHAKTAD

Wanraynaps! WACAINTLIH XypHaKTap

IS

[KBI‘ITiK manfay] [ Tﬁ;ﬁpilh

EciMaepaeH 3ar ecim ] [E”'KTBWL” Co3AEACH

Tk warnrFay ] [CBI’TiK wansay ]

Figure 1. Concatenation of noun with suffixes, endings
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ETICTIK #ypHagTape!

TyslHgsl TyGip BonbiMcelz - I o )
[ eTiCTiK eTicTik Tyel, eTiCTiK B30k eTic Barenik eTic blpbikcHI3 £Tic

T

[Kenrikmanray] [Ta},-er,qimanray] {Cerﬂkmanray] ikTik wanFay

Qprag eﬂc] [ EciMwwe ] [ Kacemws ]

Henix xanfay

Figure 2. Concatenation of verb with suffixes, endings

ChlH ecim Kypaeni ceix
HYDHAKTAPH ecim

¥
{HﬂTbl[‘.TblF, ChlH J { CankICTaIpMankI J

ecim WsIpai {Kﬁ-memrenl WkIpai J

Figure 3. Concatenation of adjective with suffixes
TyGip cez

CaH ecim
HYPHAKTaps!

YKWHAKTLIE CaH

ecim

Ecenrik caH . )
[ eciM ] {F’errns caH ecm]

Eom#anasly
caH ecim

TonTay caH ecim

Figure 4. Concatenation of numeral with suffixes, endings

BenwekTiy cad
ecim

Stemming system of current paper works as following:

1) User enters some word.

2) Entered word will be searched in dictionary. If dictionary contains entered word, that word of
dictionary will be considered as root. Entered word in dictionary can be met several times, hence several
roots can be defined.

3) After that as were shown in pictures 1-4 various suffixes, endings will be concatenated to the root. For
instance, user entered word “ycra3zapie”. In [11] dictionary there is word “ycra3”. “ycras” is subpart of word
“ycraznpin”, hence “ycrasz” will be considered as root. Then the left part “apm” should be classified. The
word “ycta3” is noun, therefore the left part “nein” will be compared with suffixes, endings of noun. “apiH”
is a kind of ending(gen case), therefore final result will be “¥CTA3”+GEN.
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4 Data and results
To test our system we entered words from various parts of speech like noun, verb, adjective, numeral.
Table 1 shows stemming results for words: Tactapabix, TacTapMeH, TOJIKBIH, Tay.

Table 1. Entered words to test noun

Entered word System response

macmapowly TACTA+Verb+Pos+Kambicmolk coin ecim+O32enix
emic+Ecivmwe+Pnon+Gen+A3Sg+Sg
TAC+Noun+Verb+A3pl+Pnon+Gen

macmapmen TACTA+Verb+Neg+Kamuvicmuix coin ecim+O32enix
emic+Ecimue+Pl+Dat+A3Sg+Sg
TAC+Noun+Verb+A3pl+Pl1pl+Dat

MONKbIH TOJIKbI+Verb+Pos+Kamvicmulk coin ecim+O30ik emic+bIpvikcol3
emic+Pnon+Sg

TOJIKBIH+Verb+Pos+Kamvicmulx coin ecim+Pnon+Sg
TOJIKbIH+Noun+A3sg+Pnon+Nom

may TAY+Noun+A3sg+Pnon+Nom

Where

Sg - singular

Pl —plural

Al, A2, A3 —type of ending (kikTik xairay)

P1, P2, P3 —type of ending (toyenmik xasray).

Nom, Gen, Dat, Acc, Loc, Abl, Ins — respectively seven cases of Kazakh language.

Pnon — non possessive. Stemming was done correctly for some words, but some words were classified
incorrectly. In table 1 words tacrapapix, TactapmeH, ToikbiH have several roots, but actually each of them
has only one root. Hence our system also returned wrong answers.

5 Discussion

To test our system we entered words from various parts of speech and examined results ourselves.
Particularly, we entered words from [11] dictionary adding them endings, suffixes. Our stemming system is
written in Python programming language. Python is convenient because it has short syntax. In addition, it has
framework Django by which web version of stemming system can be developed. When stemming system is
tested, various kinds of words like compound words, loan words from other languages should be given to the
system. It should be done, because that words can have exceptional rules for root identification. For example,
words of Kazakh language follow vowel harmony rules. However some loan words have exceptions
(MbIcanbl: KOpabmbaeH, racrponinge). Our stemming system doesn’t check presence of harmony rules. It
concatenates to the root various kinds of suffixes and endings. Hence from loan words roots, suffixes,
endings can be properly identified. In addition, in stemming there are two types of errors: under stemming,
over stemming. Under stemming occupies when closely related words not stemmed to the same stem [3]. If
words “moc”, “mocthIK”’, “moctapeiM” have different stems, it will be under stemming. Over stemming
occupies when words with different stemming grouped to the same stem. If words ‘“apanap”,
“apakambIKTHIK” have the same stem “apa”. According to table 1 when words “ractapabin”, “Tacrapmen”
were entered our stemming system properly identified their roots as “tac”. As shown in table 1 some words
had several candidate roots. It happened because from [11] dictionary several times matchings were
occupied. However our system classified the last parts with wrong roots incorrectly. Our system has other
limitation. If user enters word, which is not in dictionary, our system will return nothing. Therefore when
design stemming system, its dictionary should have a lot of words. In Kazakh language some words have
several meanings. For instance, word “racta” has meanings to throw and on stone. To properly identify its
root surrounding words should be also analyzed. Hence sometimes it is better to use lemmatization, which
does it.
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6 Conclusion

In current paper we developed stemming system of Kazakh language. In list below is couple of advices
for designing stemming system.

1) When design stemming system its dictionary should be rich.

2) To add suffixes, endings exist special rules. Therefore, to design stemming system developer should
know that rules.

3) Words can have several meanings, hence sometimes root cannot be identified only by one word. In this
case surrounding words can help to define in which context that word was used. Therefore surrounding
words should be also analyzed.
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