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Abstract

This research focuses on a comparative study of the Named Entity Recognition task for scientific article texts.
Natural language processing could be considered as one of the cornerstones in the machine learning area which devotes
its attention to the problems connected with the understanding of different natural languages and linguistic analysis. It
was already shown that current deep learning techniques have a good performance and accuracy in such areas as image
recognition, pattern recognition, computer vision, that could mean that such technology probably would be successful in
the neuro-linguistic programming area too and lead to a dramatic increase on the research interest on this topic. For a
very long time, quite trivial algorithms have been used in this area, such as support vector machines or various types of
regression, basic encoding on text data was also used, which did not provide high results. The following dataset was
used to process the experiment models: Dataset Scientific Entity Relation Core. The algorithms used were Long short-
term memory, Random Forest Classifier with Conditional Random Fields, and Named-entity recognition with
Bidirectional Encoder Representations from Transformers. In the findings, the metrics scores of all models were
compared to each other to make a comparison. This research is devoted to the processing of scientific articles,
concerning the machine learning area, because the subject is not investigated on enough properly level.The
consideration of this task can help machines to understand natural languages better, so that they can solve other neuro-
linguistic programming tasks better, enhancing scores in common sense.

Keywords: scientometrics, Bidirectional Encoder Representations from Transformers, transformers, Named-entity
recognition, Neuro-linguistic programming, Random Forest Classifier.
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PACITOSHABAHUWE NMEHOBAHHBIX CYHIHOCTEﬁ B HAYKE
IMPU IMTIOMOLIU COBPEMEHHBIX METOJ0B

2%

JlaHHOE HCCiIeI0BaHNE MOCBSIIEHO CPABHUTEIBHOMY M3YUEHHUIO 3a/1a4M PAcTiO3HABAaHUS MMEHOBAHHBIX CYI[HOCTEH
JUIA TEKCTOB Hay4HBIX cTaTteif. OO6paboTKa eCTECTBEHHOTO SI3bIKAa MOYKET PACCMATPHUBATHCS KaK OJUH U3 KPaeyroJIbHBIX
KaMHEeH B 00JIaCTM MaIIMHHOTO OOyuYeHHs, KOTopas yAelseT BHHMaHHE IpobjeMaM, CBS3aHHBIM C IOHUMAaHUEM
Pa3IMYHBIX €CTECTBEHHBIX S3BIKOB U JMHI'BUCTUYECKUM aHAIN30M. YK€ OBIJIO MOKa3aHO, YTO COBPEMEHHBIE METOMBI
riryboxoro o0y4yeHus 001aal0T XOpOIIeH MPOU3BOIUTEIFHOCTRIO M TOUHOCTBIO B TAKMX 00JIACTIX, KaK Paclio3HABAHUE
n300paXeHNH, pacro3HaBaHWe 00pa3oB, KOMIBIOTEPHOE 3pEHHE M Tak jganee. YTo MOXKeT O3HadaTh, 4YTO TaKas
TEXHOJIOTHSI, BEPOSITHO, OyAeT yCHENIHOM W B 00JIaCTH HEHPO-TTMHIBHCTHYECKOTO IPOrPaMMHUPOBAHMS U NIPUBEIET K
pe3Koe yBEeIMUYECHHE MCCIIEA0BaTEIbCKOI0 HHTEpeca K 3ToH Teme. B TedeHue odeHb JONroro BpeMEeHH B 3TOW 00IacTH
HCTONb30BaTINCh JOBOJIBLHO TPUBHANBHBIE aITOPUTMBIL, TAKUE KaK MOJAEPKKA BEKTOPHBIX MAIIMH WIN PA3IUYHbIE TUIIBI
perpeccuu, TakKe UCTI0Ib30BAI0Ch 6a30BOE KOJMPOBAHIE TEKCTOBBIX JAHHBIX, YTO HE JIaBaJlo BHICOKUX PE3yJIbTaTOB.

Jnst 06paOOTKHM SKCIEPUMEHTAIBHBIX MOZEIeH MCIOIb30BalICs CIeqyomunii Habop AaHHbIX: Habop maHHBIX sapo
CBA3M C HAay4YHBIMH oOOBekTamu. Vcmomezyemble anroputmbl: Jlonras kpaTkocpouyHas mamMsaTh, KiaccngpukaTtop
CIydaifHOTO Jieca C YCIOBHBIMHM CIyYaWHBIMM TIOJSIMH ¥ PAcliO3HaBaHHWE WMEHHOBAHHBIX CYIIHOCTEH C
JIByHAIIPaBJICHHBIM OTOOpakeHHEM 3HKojaepa m3 TpaHMdopmepoB. B BhIBogax omeHKM MOKas3aTenel BceX Mojenen
CPaBHHUBAINCH JAPYT C APYroM JUIA CpaBHEHHs. MccrenoBaHWe IMOCBSIIEHO 00pa0OTKe HAYYHBIX CTareil, B obiacTu
MAaIIMHHOTO 00y4YeHHNs, TOCKOJIBKY TaHHAs TeMa He HCCIIeI0BaHa Ha JOCTaTOYHOM ypoBHe. PaccMoTpenue 3Toi 3amauu
MOJKET IIOMOYb MAIIFHAM JIydIle MOHUMAaTh €CTECTBEHHBIE S3BIKM, YTOOBI OHM MOTJIM JIy4Ille pemaTh Ipyrue 3agadu
HEeHpOo-TMHIBUCTUYECKOTO IPOrpaMMHUPOBAHUS, NIOBBIIIAs OLIEHKU B 3[paBOM CMBICIIE.

KnioueBble ciaoBa: HaykoMeTpws, JIByHalpaBJieHHbIE OTOOpakeHHS O3HKoJepa M3  TpaHM(OpMepos,
npeoOpa3oBaTeiy, paclo3HOBaHHE MMEHHOBAHHBIX CYIIHOCTEH, HEHpO-JIMHIBHCTHYECKOE IPOrpaMMHpPOBaHME,
KJaccu(uKaTop Ciry4aifHbIX JIECOB.
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MAFBIHAJIAPBIH TAHY

byn 3eprrey FBRUIBIMHM Makajajap MOTIHAEpI YIIH aThl aTalfaH TYJIFaHbl TaHy TalChIPMAachlH CaJbICTHIPMAIIBI
3epTTeyre OarbITTainFaH. TaOWFu TUIAI eHACYIl op TYpil TaOWFW TiIAEpAl TYCIHYTe JKOHE JMHTBHUCTHKAIBIK aHAIH3TE
OalTaHBICTBI MOceNeJIepre Haszap ayAapaThlH MAalIMHAIBIK OKBITY aiMarbIHBIH HETi3iHiH Oipi peTiHme KapacTeIpyFa
6onanel. Kazipri 3aMaHFbI TEPEH OKBITY 9JIiCTEpi CYpeTTi TaHy, YJITiHI TaHy, KOMIIBIOTEPIIIK KOPY JKoHE Tarbl Oacka

Ha camamapma akChl OHIMAUIIK TCH IONIIKKE HE EKCHIIN KOpCeTUIreH, Oyl MYHAal TEeXHOJOTrHs HeHpo-
JIMHTBHCTHKAJBIK OarJapiiamMajay caiachlHa Ja COTTI 00JIybl MYMKIH jKOHE OCHI TAKBIPBINKA JETCH KbI3BIFYIIBUIBIKTHIH
KYPT apTybIHa oKeJlyl MYMKiH. ¥3aK yaKbIT OOMBI OYI1 callajia eTe MaHbI3bl eMeC alropuTMIEp KOJIaHbUIbI, MbICAJIbI,
BEKTOPJIBIK MallMHAJIap HEMECE PETrPECCUSHBIH SpTYPIli TYpJIepi, COHBIMEH KaTap yKOFapbl HOTIKE OSpMEHTIH MOTIHIIK
JIEpEKTEP/IiH HeTi3r1 KOATaybl KOJJaHbUIIbl. DKCIIEPUMEHTTIK MOJIENbICPAl OHCY YILIIH Kelecl MaIiMEeTTep KUBIHTBIFBI
KOJIJAHBUIIBI: FEUTBIMHA OOBEKTiIEpMEH OalTaHBICTHIH ©3€Ti 00BN TaObUIAaTHIH AepekTep 0azackl. Kemeci anropurmaep
KOJIIAHBUIIBL: Y3aK KbICKa Mep3iMIi jKkaJbl, MIapTThl Ke3AeHCOK opicTepi 0ap Ke3aeHcoK opMaH KIacCU(pUKaTOPbI KoHE
TpaHchOpMeplepieH SHKOACPHiI €Ki OarbITThl OciHeley MEH  aTalfaH HBICAHAAPIbl TaHYy Ke3ICHCOK OpMaH
KIaccu(UKATOPBI. AJIBIHFAH HOTIDKENIEpE CANBICTHIPY YIUIIH OapiibIK MOJIENBIACPAiIH KepceTKimTepiH Oaramay Oip-
OipiMEeH canbICTBIPBUIABL. Bysl 3epTTey MamiMHajbIK OKBITY CajlachblHa KATBHICTHI FBUIBIMH MakajlalapAbl eHICYyTe
apHaJFaH, OUTKeHI OYJI TaKBIPBIN THICTI EHTeiIe JKeTKITIKTI 3epTTeIMereH. byl MaocerneHi KapacTepy MallnHalapra
TaOWFH TIAOEPIl JKaKChl TYCIHYre KOMEKTeceli, OchUIaiiina onap Oacka HEHpPO-JTUHTBUCTHKAIBIK OaFmapiiamManay
MOCeJIeNIEPiH JKaKChI LIeNIe ala/ibl, Kbl Oaranayabl )KOoFaphliaTaibl.

Tyiiin ce3mep: FbUIBIMUMETpUS, TpaHCQOpMeEpIEpAeH SHKOAEpAl €Ki OarbITThl OeiiHeney, TpaHchopmepIep,
aTaJFaH HbICAHAAp/bl TaHy, HEHPO-IIMHTBUCTUKAJIBIK OaFJapiiamMaiay, Ke3AeHCcoK OpMaH KiIacCH()UKATOPBI.

Introduction

Purpose: The general purpose of this research is to analyze the data in scientific papers in the area of
machine learning alongside processing the information from those papers to get a better understanding of
natural languages and specifics in this particular area for neural networks. In general, this type of approach
could lead us towards improvement and development of the problem-solving capabilities of existing
algorithms, thus providing ground for solving other problems that exist in the NLP area and improving their
performance.

Relevance: Natural language processing could be considered as one of the cornerstones in the machine
learning area which devotes its attention to the problems connected with the understanding of different
natural languages and linguistic analysis. It was already shown that current deep learning techniques have a
good performance and accuracy in such areas as image recognition, pattern recognition, computer vision,
etc., that could mean that such technology probably would be successful in the NLP area too and lead to a
dramatic increase on the research interest on this topic. For a very long time, quite trivial algorithms have
been used in this area, such as support vector machines or various types of regression, basic encoding on text
data was also used, which did not provide high results [1]. Better techniques would be useful for a variety of
practical applications, ranging from parsing to question answering tasks or sentiment analysis. In a nutshell,
text processing techniques are divided into two categories: statistical and accurate. The accuracy-related
approach entails information extraction, which is made up of Part-of-Speech Tagging, Text Segmentation,
and Named Entity Recognition. The second technique is based on the estimation of statistics of words in
contexts. For example, frequency of occurrence, reverse frequency, word lengths, and what-not [2]. The
mentioned rapid growth in the deep learning area created a huge boost to NLP which could be categorized
into several parts, the first of them being speech recognition where the main goal is to convert speech to text;
next part is devoted to understanding the meaning of the given texts; final part being the text generation,
where the neural network could generate different texts on a given topic or a certain keyword. Moreover, you
could classify different approaches in NLP, namely syntactic and semantic, where the first approach is about
the different construction rules, grammar, and general structure of a sentence, whilst the second approach is
about meaning, the general gist of the text.

Significance of the study: Natural language processing task solutions are divided into three categories:
first, rule-based, which are thought to be the early ones. However, this kind is still utilized since their proof is
reliable. Pattern-matching and parsing, as well as embeddings, are their main major appeals. Typically, these
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methods exhibit good performance in restricted tasks; nevertheless, it is impacted by deterioration
throughout the generalization phase. As a result, they have a poor degree of accuracy while having a high
level of recall metrics. It employs models such as the Linear Classifier, Probability Models, and Likelihood
Maximization [3]. These solutions are distinguished by training data using markups, feature engineering, and
fitting the model to test data; third, neural networks are analogous to the preceding kind. The difference is
that they only learn key characteristics and on raw data, which is original data converted into vector form.
RNNs and CNNs are the most frequent examples.

Knowing that people dislike it when someone or something strikes them or that the road might be
extremely wet after a rainstorm helps individuals avoid numerous issues in everyday life. This is known as
commonsense knowledge, and it is a benefit that individuals have. For many years, however, supplying and
teaching this capacity and skill machines was an unfathomable goal. Despite this, for the time being,
common sense thinking has become one of the most important jobs, as developers have begun to pay more
attention to it. There has recently been a plethora of divergent methods in the field of automation of common
sense understanding. One of the most recent efforts was linked to extraction strategies, such that individuals
now have enormous graphs of reasoning. Furthermore, many papers were completed that included
assimilation to this topic, so that systems such as smart dialogues and agents for answering questions are
now more advanced and intelligent. In recent years, developments such as preliminary language training
models have led to tools for performing the understanding of human skills. This evolution has to raise the
guestion of whether they must grasp and directly model a good sense from our writings, which are provided
in a symbol style. On the other hand, this invention did not give a strong undeniable guarantee that this type
of model may create difficult interpretations or that machines can analyze the sophisticated superficial
interplay of standards in a simple method. As a result, individuals were faced with the challenge of assessing
the correctness and progress of a good sense interpretation. Knowing that people dislike it when someone or
something strikes them or that the road might be extremely wet after a rainstorm helps individuals avoid
numerous issues in everyday life. This is known as commonsense knowledge, and it is a benefit that
individuals have. However, giving and teaching these competence and skill machines was an unfathomable
goal for many years. Despite this, common sense thinking has recently become one of the most important
jobs, as developers have begun to pay greater attention to it. Nowadays, there have been a plethora of
divergent methods in the field of automation of common-sense comprehension. One of the most recent
efforts was linked to extraction strategies, such that individuals now have enormous graphs of reasoning.
Furthermore, many papers were completed that included assimilation to this issue, so that such systems as
smart dialogues and agents for answering questions are now more advanced and intelligent. In recent years,
developments such as preliminary language training models have led to tools for performing the
understanding of human skills. This evolution has to raise the question of whether they must grasp and
directly model a good sense from our writings, which are provided in a symbol style. Contrary, this invention
did not give a strong undeniable guarantee that this type of model may create difficult interpretations or that
machines can analyze the sophisticated superficial interplay of standards in a simple method. As a result,
individuals were faced with the challenge of assessing the correctness and progress of a good sense
interpretation. As a result, the necessity for the development of trustworthy texts for testing the machine's
skills for modeling good judgment in diverse settings has arisen in activities such as public communications
and real-world situations [4]. At the time, there are twelve benchmarks engaged in sound judgment
initiatives. The first article represents the strategy for the question-answering systems. The authors suggested
a methodology that, in the first phase, transforms each query dedicated to the train so that it has a basic text
view. The encoding approach, which may also be utilized in other formats, is employed to carry out the
transformation. The collection created as a consequence of this conversion comprises all potential training
materials. Following that, the collection of objects with their probabilities is divided into batches. As a result,
each batch has the same number of items for each group of the train, regardless of its size [5]. The following
method is based on the complicated interplay of two models: the masked language algorithm and the
semantic correspondence algorithm. They both contribute to the encoder used in BERT, but the difference is
that the entering and outgoing layers are distinct. The authors suggested a solution to the Winograd
architectural problem. There is a sequence on the entering layer that comprises a pronoun and a preceding
candidate. As a result, the phrase passes through both of the aforementioned levels at the same time. The
output of both of them to the encoder, which transforms each word into vectors of embeddings format. The
vectors are routed through the same two masking and semantic layers. As a result, there are two data outputs.
The first describes the candidate's resemblance to the selected pronoun, while the second illustrates their
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connection [6]. Another algorithm is based on transformers as well. The approach's distinguishing
characteristic is that the developers offer two types of vectors for the word I in the sequence. The first
denotes its meaning, while the second denotes its conditional location, which is reliant on another token j.
The authors next present the formula for estimating the value of attention, which falls between these two
tokens I and j. As a result, they show the weight of attention between two words as the total of four attention
markers in the form of matrices, which take into account content subject-to-subject, subject-to-location,
location-to-subject, and location-to-location. This is regarded as a model feature because, in existing
techniques, individual matrices of embeddings are used to calculate the bias of the relational location in the
process of computing weights of consideration, which is the same as the use of subject-to-subject and
subject-to location. The authors argue that all four types of weights are relevant, although competing models
only utilize two of them.

The named entity is a physical thing having identifying names, such as persons, geographical locations,
businesses, and products. NER aims to classify and assign these name entities in any type of unstructured
text to preset categories of entities, which is linked to the information extraction job. The extraction can be
useful for a variety of activities, some of which are described below: - Because NER can read messages and
provide suitable responses and suggestions, it is essential for developments such as chatbots. This sort of
recognition is beneficial for text classification. For instance, consider the development of a news article
hierarchy utilizing elements such as entertainment, politics, and sports. - Furthermore, NER enhances text
processing semantic methods. Semantic text search engines can be more efficient and precise if they become
acquainted with a larger corpus, including its concepts and meaning. - NER extraction is utilized in bigger
tasks such as machine translation and question answering [7]. The NER-based method presented by members
of the University of Quebec is one example of how this sort of recognition might be useful for modeling
good judgment for machines. They offer a method that incorporates common sense information into the
named entities, therefore improving NER's capabilities and performance. The effort is connected to the
previous solution, which involved the generation of embeddings in the strong collection format. It shows the
distributive embeddings of tokens from contexts and ConceptNet research. The collection of embeddings
exhibits disparate areas of knowledge and interdependence power. The authors employ architecture, which
consists of two major levels. They are Bidirectional Long Short-Term Memory layers and Conditional
Random Field layers, which are strengthened by features such as preliminarily learned token embedding
layers and dropout layers. Another aspect of the work is the use of representation in the form of characters as
well as representation in the form of words. The investigation's major objective is to compare embeddings of
words, giving relative information, and the correlation of them with embeddings of words. The
investigation's major objective is to compare embeddings of words that offer information in a relative format
and their relationship with embeddings of words that present knowledge in a distributive format.

Materials and methodology

There are several datasets linked to NER in various areas: Wikipedia articles, news stories, biomedicine,
media, and so on. The dataset utilized in this study is unique in that it comprises 500 abstracts from 12 Al
conferences and workshops. SCiERC is a new dataset for SemEval 2017 Task 10 and SemEval 2018 Task 7.
It adds more coreference connections for cross-sentence linkages, as well as other sorts of entities and
relations. Annotations are classified into seven types: Material, Scientific Terms, Method, Task, Metric, and
Generic. The developers built a single framework SCIIE to make entity determination and categorization.

The Google Team proposed the following method. It is classified into many kinds based on the size of the
vocabulary. BERT, in general, comprises two tasks: masking and next-sentence prediction (NSP). The
method in the first task is that the developers attach masks for a specified proportion of tokens and then
forecast them. It is required to create a pretrain of the model in such a way that it may examine both sides left
to right and right to left. It aids the model in making predictions by considering prior and subsequent data.
The authors masked 15% of each sequence randomly throughout their studies. When the i— th word is
picked, they replace it with the i— th token appended with the [MASK] token; this happens in 80% in all
situations, another 10% for accidental tokens, and the remaining 10% for tokens that remain unmodified.
Following that, Ti is used to forecast the true token using the loss of cross-entropy. The drawback of this
technique is that the mismatch is generated with pre-trained and fine-tuned information because there is no
occurrence of the [MASK] during the second step. To circumvent this problem, the authors do not usually
use masking [8].
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Another recommended technique, Ours: cross-sentence, was tested on the SciERC dataset. The authors
stated the issue in such a way that there is a phrase X composed of n tokens x1, x2,..., Xxn. Assuming that S =
sl, s2,..., sn represents all potential spans that are involved in X based on its length L. Extra markers are
indicating the beginning and conclusion of each sequence si, which are STARTi and ENDi. Furthermore,
there is an option for establishing a more wonderful depiction by combining the lay across phrases in the text
[9].

The next method is being developed to combine many ways into one called SCIIE. The authors attempted
to identify and classify scientific items, as well as to establish relationships and resolve coreference across
sequences. The model benefits from span products that are placed in a specific context, such as the
classifier's characteristics. The activities of sequence level can be quite beneficial by transmitting
presentations of span. Specifically, they obtain it from data of coreference across sequence resolution, but
without increasing the complexity of the interference [10].

Results and their discussion
As stated at the outset of this study, the primary aim is to conduct research, analyze, and compare the data
collected. The models and their scores achieved on the SciERC dataset are shown in Table 2.

Table 2 - The results of training on the SCIERC dataset

Name of the model F1
Exist Ours: Cross-sentence 71.32
BERT Base 70.11
SCIIE 69.51
Experimental LSTM 79.54
RANDOM FOREST CLASSIFIER 73.46
RF + CONDITIONAL RANDOM FIELDS CLASSIFIER | 81.06

The algorithms used to handle the dataset in this study are not the same. They all utilized different
approaches. To create a comparison, BERT and Bi - LSTM employ a similar approach of searching for prior
and subsequent data to forecast the tag of the present one [11]. However, the characteristics of these
approaches vary. The first model employs it during the masking process, whereas the second employs it
during the cell state. However, the results vary in that LSTM performed better, suggesting that BERT
requires fine-tuning for use on this dataset. The BERT, on the other hand, is utilized in the first model from
the table to create a particular representation for the following layer. As a result, BERT and Ours: cross-
sentence rely on transformers. Despite this, the outcomes of forecasts varied slightly. BERT had a higher
prediction score. Except for RF + CRF and LSTM, RFC had a greater level of score than the other models.
Despite this, the results might be regarded as good in comparison to the models studied in this work. RFC
employs an algorithm that is distinct from all others. It made use of decision tree ideas. However, the
identical one was used in the previous model. Consequently, such a combination received the highest score
among the models in the thesis. It denotes the use of decision trees in the development of a prediction
process based on the modeling of relationships between goal and input variables. As can be seen, the final
model, which is a mixture of two techniques, Random Forest, and Conditional Random Fields Classifier,
produces the best results. While the single RF model did not fare well in comparison to the prior one.
However, the Long-Short Term Memory network performed well, scoring better than the RFC network.

Conclusion

The research in the field of natural language processing for the job of sound judgment reasoning was
conducted in this work. Furthermore, a diverse range of models and their performance in the aforementioned
job were investigated. The dataset for this work, which consisted of scientific article texts, was discovered. It
is made up of 500 abstracts from 12 different Al conferences. Data tokenization and tagging were applied.
On this data, several models were trained and evaluated. More specifically, the three of them, which include
LSTM, Random Forest, Random Forest with Conditional Random Fields Classifier, and Random Forest with
Conditional Random Fields Classifier. The metric scores were achieved. The outcomes were contrasted and
examined.
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