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Abstract

This article examines the assessment of tools such as Dlib, OpenCV, MTCNN, FaceNet for face recognition. In the
process of work, the execution time and the count of detecting of each tool were determined and calculated. The results
pictured in graph choose the right tool according to the data obtained in the article that was optimal for next research
works. The choice was made for the ease of writing a parallel algorithm. The rationale for the choice of the tool is also
given according to the parameters of the use of machine resources, which makes it possible to optimally select a
machine without additional and large costs. A comparative analysis of each instrument was performed and the results
were identified accordingly. Based on the test results, we divided two cases and tried to give recommendations for each
of them. The first case is triggered if only quick face detection is considered in the video. The second case is triggered if
more faces are viewed in the video. It turned out that in the first case, we need to use the Dlib tool. In the second case,
we can choose tools like Facenet or Mtcnn. The results obtained in the process of the research are presented in the form
of graphs, tables and recorded in the conclusion section of this article.
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BETTI AHBIKTAY K¥PAJITAPBIHBIH ) K¥YMbICBIH CAJIBICTBIPY

Byn makamama Dlib, OpenCV, MTCNN, FaceNet CcHAKTBI TyiIFaHbl TaHyFa apHalFaH Oaramay Kypalgapsl
KapacTblppuirad. JKymbIC OapbIChIHIA 9p KYpaJ/blH OpPBIHAATY YaKbITBl MEH AaHBIKTAIy CaHbl AHBIKTAJIBI JKOHE
ecerrrengi. Tect HoTmkenmepi OoWbIHINA 013 €Ki Karmaiabl OeJill KapacTHIPABIK JKOHE OJIAapIbIH JpKaiCHICHIHA
yCBIHBICTap Oepyre THIPHICTHIK. Erep OeifHene Tek OCTTi KbUIIaM aHBIKTAY KapacThIpbUIca, OIpiHINI XaFmal icke
Kocblansl. Erep OeitHene keOipek Tyiranap Kapalica, eKiHINI ariail icke Kocbliansl. HaTwkere cyiieHcek, OipiHmi
xarmaia 6i3re Dlib kypaiblH KoliaHy KaxKeT OOJBI MIBIKTHI. AJT eKiHII karaaiina 0i3 Facenet Hemece Mtecnn CHSIKTBI
KypaJigapasl TaHIal anaMbpl3. Op KypaliFa CalbICTRIpMalbl TalJay >Kacajblll, HOTH)KEIEPl COMKECIHIE aHBIKTAJIJIbI.
Ocrraiiima, 0i3 Makanaja ajgslHFaH MANIMETTepre colfkec 013 YINIH OHTaWIBI Kypaiabl TaHZal anapik. [lapammensmi
ANTOPUTMII JKa3yJblH KapanaibIMIbUIBIFGI YIIIH Je TaHnay »kacayuabl. Kypanabl TaHmayablH Heri3geMeci COHbIMEH
KaTap MamIfHa pecypCcTaphlH MaijanaHy mapameTpiiepiHe CoiKec KeNTipijreH, OyJ1 MammHaHbl KOCBIMINA JKOHE YIIKEH
IIBIFBIHCHI3 OHTAWUIBI TaHJayFa MYMKIHAIK Oepesi. 3epTrey OapbIChIHAA allbIHFAH HOTIDKeNep rpadukTep, Kectenep
TYpiH/Ie YCHIHBIIFaH )K9HE OCHI MaKaJaHBIH COHFbBI OOIMIH/IE JKa3bUIFaH.

Tyiiin ce3aep: 6erri Tany, Dlib, OpenCV, MTCN, FaceNet, 6eTTi Tany Kypajiapsl.
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CPABHEHHUE PABOTBI HHCTPYMEHTOB OIIPEJAEJIEHUS JIULIA

1

B »aT10if cratee paccmaTpuBaeTcsi OIEHKa Takux HHCTpyMeHTOB, kKak Dlib, OpenCV, MTCNN, FaceNet mis
pacrio3HaBaHus Jui. B mporecce pa®oTel ONpenensiuch W PAacCUUTHIBATINCH BPEMS BBIIONHEHHS U KOJIMYECTBO
00HapyXeHHH Ka)KIOTO WHCTPYMEHTA. BBUI MpOBEEH CPaBHUTENBHBIM aHANN3 Ka)XXJOr0 MHCTPYMEHTA, U PE3YIIbTAaThI
OBUIH COOTBETCTBEHHO omperneneHbl. [1o pe3ynpTataM TECTHPOBAHMS MBI PAa3[CIIIIN J[BA CIydas M IONBITAINCH JaTh
PEKOMEHIALNH 10 KaXJ0My W3 HHX. [lepBblii ciydail BBI3BIBACTCS, €CJIM B BHJEO PAacCMaTPHBAETCS TOJNBKO OBICTpOE
oOHapy»xeHHe Jull. BTopoii ciryyaii BeI3bIBaeTCS, €CIIM B BHJIEO paccMaTpuBaeTcst 0oibie auil. Okazanock, YTo IIEPBOM
cllydae HaM HY)XHO MCIOJIb30BaTh HHCTpYMeHT Dlib. Bo BTopoM citydae Mbl MO>keM BBIOpaTh TaKHE HMHCTPYMEHTHI, KaK
Facenet mnmum Mtcnn. Takum o0pa3oMm, MBI CMOIJIM BBIOpAaTh HYXHBIH MHCTPYMEHT MO ONTHUMAJBHBIM JUIS HAac,
MOJyYeHHBIM JaHHBIM B cTaThe. BBIOOp Takke MPOU3BOMMICA MO JETKOCTHIO HANMMCAHUS Mapajjie]bHOrO alropuTMa.
Pe3ynbraThl, NONTyYeHHBIE B MPOLIECCE MCCIIETOBAHUS, NPEACTABICHBI B BUJE IPadMKOB, TaOIHIl ¥ 3a()UKCHPOBAHbI B
3aKJITIOYUTENIFHOM pa3Jiesie JaHHO! CTaThu.

KuroueBblie ciioBa: pacrosHaBanwus i, Dlib, OpenCV, MTCNN, FaceNet, HHCTpyMEHTHI pacliO3HABAHSI JIHII.

Introduction

Everyone knows that today face detection is becoming more and more important in our society. It is used
in a variety of security applications as well as in a variety areas like marketing, healthcare, etc.

A face recognition system [1] is a technology that allows you to match a human face in a digital image or
video frame with a database of faces. Researchers are currently developing several methods of how facial
recognition systems work. The most advanced facial recognition method, which is also used to authenticate
users with identity verification services, works by accurately identifying and measuring facial features from a
given image.

Initially it was a form of a computer application, but more recently, face recognition systems have gained
more widespread use on smartphones and in other forms of technology such as robotics. Since computerized
face recognition involves measuring the physiological characteristics of a person, face recognition systems
are classified as biometric. Although the accuracy of facial recognition as a biometric technology is lower
than iris recognition and fingerprint recognition, it is widely used due to its non-contact and non-invasive
process. Facial recognition systems have been deployed for enhanced human-computer interaction, video
surveillance and automatic image indexing.

In recognition method case, people can recognize faces without much effort [2], face recognition is a
complex problem of pattern recognition in computing. Facial recognition systems attempt to identify a
human face that is three-dimensional and changes appearance based on lighting and facial expressions based
on its two-dimensional image. To accomplish this computational task, face recognition systems perform four
stages. First person detection is used to separate the face from the background of the image. In the second
step, the segmented face image is aligned based on the face's pose, image size and photographic properties
such as lighting and grayscale. The purpose of the alignment process is to accurately localize facial features
in the third step, facial extraction. Details such as eyes, nose and mouth are precisely defined and measured
in the image to represent the face. The vector of facial features established in this way is then compared at
the fourth stage with the database of faces [3].

There are various tools on the market for video processing in the context of image recognition [4]. It is
not always clear how different algorithms perform compared to each other or how they cope. This article will
compare several of the above mentioned in the abstract section of the tools for determining the human face in
two experiments. The first experiment will be a quantitative study that will run different tools with different
face reference algorithms. The second experiment focuses on the execution time and effectiveness of a
particular tool. As a result of two experiments, it will be possible to answer the questions of which tool and
when to use.

Tools for face detecting for today
Within the framework of this article, we consider such face recognition tools as Dlib, OpenCV, MTCNN,
FaceNet.
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First one is Dlib [5] and it is a modern C ++ toolkit containing machine learning algorithms and tools for
building complex C ++ software to solve real-world problems. It is used in both industry and academia in a
wide range of fields including robotics, embedded devices, mobile phones, and large high-performance
computing environments. DIib's open source licensing allows it to be used in any application for free [6].

Second one is OpenCV [7] and it is an open source library of computer vision and machine learning
software. OpenCV was created to provide a common infrastructure for computer vision applications and to
accelerate the use of machine perception in commercial products. OpenCV is a BSD-licensed product that
makes code easy to use and modify by enterprises. The library contains over 2500 optimized algorithms.
These algorithms can be used to detect and recognize faces, identify objects, classify human actions in a
video, track camera movements, etc. The library is widely used by companies, research groups and
government agencies [8].

Third one is MTCNN [9] or Multi-Task Cascaded Convolutional Neural Networks is a neural network
which detects faces and facial landmarks on images. It was published in 2016 by Zhang et al [10]. It is one of
the most popular and most accurate face detection tools today. It consists of 3 neural networks connected in a
cascade. This method based on deep convolution neural network [11] that is to say, this method can
accomplish the task of face detection and alignment at the same time. Compared with the traditional method
[12], MTCNN has better performance, can accurately locate the face, and the speed is also faster, in addition,
MTCNN can also detect in real time[13].

Last one is FaceNet [14] and it is a deep neural network used to extract details from an image of a
person's face. It was published in 2015 by Google researchers Schroff et al [15]. This tool takes an image of
a person's face as input and outputs a vector of 128 numbers that represent the most important facial features.
In machine learning, this vector is called embedding, because all the important information from the image is
embedded in this vector. Essentially, FaceNet takes a person's face and compresses it into a vector of 128
numbers. Ideally, nesting of the same face is also similar.

There are various studies comparing the aforementioned first two instruments in different categories and
with other well-known instruments like keras and tensorflow. Of the many articles that were read during the
research, the following can be said. The cases can be divided into two. In the first general case, in most
applications we do not know in advance the size of the face in the image. Thus, it is better to use the
OpenCV method as it is quite fast and very accurate even for small faces. It also detects faces from different
angles. It is recommended to use OpenCV in most cases. And in the second case, for medium and large
images, Dlib is the fastest method on the CPU. But it does not recognize small faces. So, if you know that
your app won't work with very small faces, like a selfie app, then a long-range face detector is the best
option. Also, if you can use the GPU, then Dlib face detector is the best option as it is very fast on the GPU
and also provides multi-angle detection. But it should be noted that the last two tools in this article are
relatively new and require study and comparison.

Each instrument is unique in its own way, but there are also similarities. For example, similarities in the
method of application. And also all tools support Python.

If write about the preparatory processes, then you should mention the installation of libraries, the
definition and configuration of the input data. As mentioned above in the introduction, this article deals with
two experiments. In both cases, a video with a duration of 1 min 10 sec was used for testing. In the first
experiment, we run the code and count the number of faces found in the video, as well as the number of
coincidences of finding this tool with others. The results of the experiment were recorded in a table and
described in a graph. In the second experiment, the code is also run and this time we count the execution
time of the code of each tool. The results of the experiment were also recorded in a table and described in a
graph. The results of the experiment can be found in more detail below in the results section.

Results after testing

This part shows the results of the testing of each detecting tools. The results are depicted by the tables and
graphs.

All 5 tools tested in one video. For each instrument, all detections are combined. It is important to note
that this is a quick analysis to resolve the role of the thumb. The result is definitely worth it.

The result of each tool gave us two points, the two points we used to draw a rectangle around each face.
Then we examined these points and checked if there is an overlap of these rectangles between the tools.
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The following table 1 illustrates our results. It shows how many detections of one instrument overlap with
detections of other instruments. In addition, along the main diagonal, we also calculated the total number of
detections.

In the process of research for the first experiment, the code was run and tested for comparative analysis.
The following results for the number of face detection were obtained and recorded in table 1.

Table 1. The amount of face detection

Dlib Haa‘;g;i\; e | OPeNCVDNN | MTCNN |  FaceNet
Dlib 1766 477 498 822 714
OpenCV Haarcascade 477 1504 486 1021 798
OpenCV DNN 498 486 1670 736 709
MTCNN 822 1021 736 1779 1195
FaceNet 714 798 709 1195 1793

This table 1 shows that as a result, all tools made approximately the same number of detections. Facenet
and Mtcnn definitely have the most matches, 1195 identical matches, while Dlib and OpenCV Haar only
have 477 matches. Figure 1 clearly visualizes what is presented in Table 1. This graph shows the ratio of
amount of each tools face detection case.

Dlib OpencCV OpenCV DNN MTCNN
Haarcascade

FaceNet

H Dlib OpenCV Haarcascade OpenCV DNN MTCNN W FaceNet

Figure 1. The ratio of amount of face detection

One of the most important characteristics that is important to us is the speed of the tool. Therefore, when
we want to choose between face detection tools, depending on our application, runtime can be critical to us.
In the following table 2 and figure 2, we have compared the total time it takes for the tools to process the
video.

Table 2. Execution time of tools

. OpenCV
Dlib . OpenCV DNN MTCNN FaceNet
122 351 196 164 191

62




Abali ameiHOarbl Ka3¥I1Y-HiH XABAPLLBICbI, « Duzuka-mamemMamuKa £biabimoapsl» cepuscel, No4(76), 2021

400
350
300
250
200
150
100
50 l

0

Dlib OpenCV OpenCV DNN MTCNN FaceNet
Haarcascade

Figure 2. Execution time of tools

The result of testing of each tool clearly shows that the Dlib tool took the shortest time to process the
video. On the opposite side, the Harcascade OpenCV tool took the longest time to process the same video. In
the next part of this article, the results were concluded overall.

Conclusion

Nowadays there are so many tools in the sphere of face detecting. The idea of testing of these tools
appeared to define a faster and more reliable tool. This tool needed to finding by the reason of to use in
feature ideas for creating a faster tool for video processing by using parallel methods than the existing on the
market today. By these day require in the case of video processing the speed is one of important tool
characteristics. The main reason can be the format of video. This format means that the work and processing
a big data, by the reason that each video will divide into the many frames in the process.

During the experiment, we analyzed various face recognition algorithms for the same video. The tables
above show how many detections each tool made, in addition to their execution time. Based on the test
results, we divided two cases and tried to give recommendations for each of them. The first case is called if
only fast face detection in the video is considered. The second case is called if more faces in the video are
considered. It turned out that for these two cases, which are described above, different tools are used. For
example, for the first case, we have to use the Dlib tool. In the second case, we can choose tools such as
Facenet or Mtcnn. But if we draw some conclusion to the work done, then still today the choice of using Dlib
as a video processing tool will be effective. It should be noted that the word “effective” refers to the speed
and the optimal number of face detecting when processing video.

This research is part of a large study and search for effective algorithms for recognition systems. Future
plans include using the obtained test results to create a more efficient tool using parallel methods and
algorithms.
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