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Abstract

This article presents methods of image analysis based on supervised learning and an algorithm consisting of two
stages of determining the optimal classifier using a cluster ensemble. At the first stage, the averaged co-association
matrix is calculated using a cluster ensemble. In the clustering ensemble, we used a scheme of a single clustering
algorithm that constructs base partitions with parameters taken at random. At the second stage, the optimal classifier is
determined using the resulting kernel matrix as input data. Numerical experiments were carried out with real
hyperspectral images. The experimental results showed that the proposed algorithm has classification accuracy
comparable to some modern methods.
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KJACTEPJIIK AHCAMBJIb HET'T3IHJIE OHTAMJIBI TONTHIK IIEINIM KYPY

6

By makanana 6akblIaHATBIH OKBITYFa HETi3JielITeH KeCKiH/I Tajiay 9/icTepi )KoHe KIacTepllik ancaMOuIbi KoJiiaHa
OTBIPBIIN, TUIMJI KJIACCU(HUKATOPIBI aHBIKTAY/AbIH €Ki Ke3eHIHEH TYpaThlH aJI'OPUTMI YCHIHBUIFAH. bipiHin ke3eHne
KJIacTepIIiK aHcamMOJIb/Ii KOJIIaHa OTBIPHII OpTalla KOacCOMMAIMSIIBIK MaTpuia ecentenai. Kimacrepiik ancamOibae 0i3
Ke3lIeHCOK TaHIaNFaH MapaMeTpJIePMEH Heri3ri OenimMaepAi KYpaTblH OipbIHFall KIACTEPIK alTOPHUTM CXEMaChIH
KONJaHaelK. EXiHINI Ke3eHAeTaObUTFaH sSApO MATPHUIACHIH KipiC JOepeKTepi peTiHAe KOoJgaHa OTHIPBIN, OHTAMIIBI
Ki1accuukaTop asblkTa’dagpl. CaHIOBIK OKCIEPUMEHTTEP HAKThl THMIEPCHEKTPalbIbl KECKIHASPMEH IKYpPri3iiii.
OKCIIEpUMEHT  HOTIDKENepi  YCHIHBUIFAaH  alrOpUTMHIH  KeHOip  3aMaHayd  QIiCTEpMEH  CaJbICTBIpFaHIa
Kiaccu(UKaIUsIAy JOIAIT )KOFAaphl €KeHIH KOPCETTI.

Tyiiin ce3nep: MalIUHAIBIK OKBITY, KJIACTEPIIiK aHCaMOJIb, KOACCOIMAIIUSUIBIK MATPHIIA, KECKiH, TIDEK BEKTOPBIHBIH
aJTOPUTMI.
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HOCTPOEHME OIITUMAJIBHOI'O KOJUVIEKTUBHOI'O PEHIEHHU S HA OCHOBE
KJIACTEPHOI'O AHCAMBJIA

B nmaHHO# cTaThe MPEACTAaBICHBI METOMBI aHAIN3a W300paKeHH, OCHOBAHHBIC HA KOHTPOJIUPYEMOM OOYYCHUH, U
aJTOPUTM, COCTOSIIHIA U3 IBYX ITAMOB OMPEACICHIS ONTHMAIBHOTO KIACCU(PHUKATOPA C UCTIOIE30BAaHHEM KIACTEPHOTO
aHcamOus. B 3Toif paboTe MpencTaBiICH alrOPUTM COCTOSAIIMKA W3 JBYX 3TAlOB W METOJl aHAIM3a W300paKCHHIA,
OCHOBaHHBIN Ha MOJY-KOHTpOJHpyeMoM oOyueHuu. Ha mepBoM sTame BBIYUCISETCS YCPEAHEHHAs KOACCOLUAlMOHHAS
MaTpHlia ¢ UCTIOJIb30BaHHEM KiacTepHoro aHcambOist. Ha BTopoM aTamne onpenensercss ONTUMaIbHbIA KiaccudukaTop ¢
HCTIOJIB30BaHUEM TIOTyICHHON MaTPHIIBI AApa B KAU4eCTBE BXOJHBIX NTAaHHBIX. UHCIEHHBIC YKCIIEPHIMEHTHI TPOBOIMINCH
C peaJbHBIM THICPCIIEKTPATIbHBIM H300pa)kKeHHEM. Pe3ynmpTaThl SKCIIEPUMEHTOB IIOKAa3aJld, YTO MpeiaraeMbIi
aNropuTM 00JagaeT BBICOKOH TOYHOCTBIO KIacCH(UKAINH, COMTOCTAaBIMOM ¢ HEKOTOPHIMU COBPEMEHHBIMHI METOIAMH, U
BO MHOTHX CIIy4asiX MPEBOCXOIUT WX, 0OCOOEHHO B YCIIOBHAX IIIyMa.

KioueBble cioBa: MammHHOE OOydYeHHe, KIACTEPHBIM aHCAMOJb, KOACCOUMAIMOHHAS MAaTpHIla, M300pa)kKeHHE,
MAIlIiHA OTIOPHBIX BEKTOPOB.

Introduction

Currently, a huge number of classification algorithms and their modifications have been developed for
various applied data analysis tasks of various nature and volumes: logistic regression, Bayesian classifier,
decision trees, rest rules, neural networks, k nearest neighbors algorithm. There is no best criterion for the
quality of clustering and universal algorithms for cluster analysis. Ensemble approach exploits the idea of
collective decision making by usage of algorithms working on different settings such as subsets of
parameters, subsamples of data, combinations of features, etc. Ensemble based systems usually yield robust
and effective solution, especially in case of uncertainty in data model or when it is not clear which of
algorithm’s parameters are most appropriate for a particular problem. As a rule, properly organized ensemble
(even composed from “weak” learners) significantly improves the overall quality of predictions [1,2].

Ensemble clustering is one of the successful implementations of the collective methodology. There are a
number of major techniques for constructing the ensemble decision [3]. Following evidence accumulation
approach [4], the decision is found in two steps. On the first step, a number of clustering results are obtained
(for example, by usage of K-means for different number of clusters or with random initializations of
centroids). For each partition variant, the co-association boolean matrix is calculated. The matrix elements
correspond to the pairs of data objects and indicate if the pair belong to the same cluster or not. On the
second step, the averaged co-association matrix is calculated over all variants; it is used for constructing the
resultant partition: the matrix elements are considered as distances or similarity measures between data
points and any clustering algorithm designed for such type of input information is applied to get a final
clustering partition.

This paper introduces an algorithm of classifier construction using a combination of ensemble clustering
and kernel based learning. The proposed methodic is based on the hypothesis that the preliminary ensemble
clustering allows one to restore more accurately metric relations between objects under noise distortions and
existence of complex data structures. The obtained kernel matrix depends on the outputs of clustering
algorithms and is less noise-addicted than conventional similarity matrix. Clustering with sufficiently large
number of clusters can be viewed as Learning Vector Quantization methodic [5] known for lowering the
average distortion in data. These reasons, as supposed, eventually result in an increase of recognition
accuracy of the combined method. The outline of the method is as follows. First of all, a number of variants
of a dataset partitioning are obtained with base clustering algorithm. Then the averaged co-association matrix
is calculated, where the averaging is performed with weights dependent on the obtained ensemble’s
characteristics. The matrix elements play the role of similarity measures between objects in the new feature
space induced by implicit non-linear transformation of input features. On the second stage, a kernel classifier
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is constructed by usage of the obtained co-association matrix as input kernel matrix (we used SVM in
numeric experiments).

The aim of this paper is to substantiate the usefulness of the suggested combination with theoretical
analysis and experimental evaluation.

There are two main types of cluster ensembles: homogeneous (when a single algorithm partitions data by
varying its working settings) and heterogeneous ones (which includes a number of different algorithms).
Heterogeneous cluster ensemble was considered in [6], where methods for its weights optimization were
suggested. Homogeneous cluster ensemble was investigated in [7] with use of the probabilistic model
assuming the validity of some key assumptions. In the current work, we follow a scheme of homogeneous
ensemble and perform theoretical investigation of some of its properties using less restrictive assumptions.

The rest of the paper is organized as follows. Section 2 briefly overviews related works. Section 3
introduces necessary notions in the field of kernel based classifiers and ensemble clustering. In the next
section we prove that the weighted co-association matrix obtained with clustering ensemble is a valid kernel
matrix. The proposed algorithm of classifier design is also presented and some details of the optimization
procedure are given. Section 5 provides a probabilistic analysis of the ensemble clustering stage. The final
section describes the results of numerical experiments with the algorithm. The conclusion summarizes the
work and describes some of the future plans.

Research methodology

The idea of combining cluster analysis and pattern recognition methods is rather well-known in machine
learning. There are several natural reasons for the combination:

— Cluster analysis can be viewed as a tool for data cleaning to eliminate outliers or noisy items
from learning sample.

— Joint learning and control sample provides additional information on data distribution that can
be utilized to improve the classifier performance (this way of reasoning is sometimes called the trunsductive
learning). For example, the authors of [8] make a partition of the united sample into clusters which are used
to design more accurate decision rule.

— In semi-supervised learning context [9], usage of small amount of labeled data in combination
with a large volume of unlabeled examples is useful for constructing more efficient classifier.

A connection between cluster analysis and kernel based classifiers was established in [10], where cluster
kernels were proposed implementing the cluster assumption in the form: “two points are likely to have the
same class label if there is a path connecting them passing through regions of high density only”. Three types
of kernels were presented: kernels from mixture models, random walk kernels and kernels induced by a
cluster representation with spectral clustering algorithm [11].

The usage of a certain similarity function (which not necessarily possesses positive semi-definiteness
property) instead of kernel function was proposed in. A classifier is finding in two stages. On the first stage,
the choice of some “’supporting” points is performed. With regard to these points, according to the defined
similarity function, initial observations are mapped into metric space of small dimensionality. On the second
stage, a linear classification rule is constructed in the new space implementing SVM-type algorithm to find
the classification margin of maximum width.

Following the idea of combining cluster ensembles and supervised classification, the authors of [12]
construct new feature space by usage of the degree of belonging of objects to clusters in the obtained variants
of data partitioning with cluster ensemble. The transomed data table is utilized as input training set for
classification using conventional techniques such as Decision Tree, Naive Bayes, K-nearest neighbors,
Neural Network. The method showed its effectiveness in comparison with a number of state-of-the-art
procedures.

Unlike the above mentioned works, we apply completely different combination scheme based on the
notion of kernel function.

Basic preliminaries: Suppose we are given a data set A = {a,, ..., ay} consisting of N objects (examples),
A c TI',where I is a statistical population. Information about the objects is presented in the form of a feature
matrix Z = (X,Y) = (x;, ¥, where x; = (x;1,..,%;4) € R is input feature vector (d is feature
space dimensionality), x;,, = X;,(a;) is a value of feature X,,, for object a;; y; is a class label attributed to
ith object, i = 1,...,N. For binary classification task we assume y; € {—1, 1}. In multi-class classification
problem, the set of class labels {w, ..., w7} (T > 2) is defined.
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On the basis of the information about A (training sample), it is required to find a classifier (predictor,
decision function) y = f(x), optimal in some sense, e.g. having minimal expected losses for unseen
examples. To examine the performance of the classifier, it is possible to use test sample B =
by, ...,by,, B < I described with feature matrix Xres.. We shall presume that the objects in A and B are
independent and identically distributed (iid), that is, the sets are collected on the basis of independent random
choice of objects from I" without replacement following a fixed distribution.

Kernel classifiers make use of the notion of kernel function K (x;, x;) > 0, where K is a kind of similarity
measure between two data points. Linear kernel classifier exemplifies a decision function introduced within
this approach:

F) = sign| D" ayiKGox)

Xi€EX

where sign is the sign function, a4, ... ,ay are weights. A number of methods for determining weights
(Support Vector Machine, Kernel Fisher Discriminate, etc.) exist.

For the SVM classifier, the weights are found as a solution to the constrained quadratic optimization
problem of maximizing the width of a margin (separation region) between two classes in Hilbert’s space
induced by kernel mapping.

KFD is a kernelized version of Fisher’s linear discriminant analysis (LDA) which aims at finding such a
position of a straight line in feature space, for which the object’s projections are separated as better as
possible in the sense of a functional minimizing within-class scatter of projections and maximizing between-
class distance.

The general multi-class classification problem can be solved by the application of a series of binary
classification tasks for SVM or KFD, e.g., one-againstall, one-against-one or Error Correcting Output Codes
(ECOC) methods [13].

Kernel k-NN classifier assigns data points according to k Nearest Neighbor rule, where neighboring
points are determined with respect to similarity measure defined by kernel function.

Cluster analysis aims at determining a partition of a dataset on natural clusters using objects descriptions
and a certain criterion of compactness-remoteness of groups. There exist a large number of clustering
methods (see, e.g., [3]). A number of methods for obtaining the ensemble solution can be found in the
literature.

Let a clustering algorithm u be running a number of times under different conditions such as initial
cluster centroids coordinates, subsets of features, number of clusters or other parameters. The joined data set
A U B is the input for the algorithm. In each [th trial, it creates a partition of the given dataset composed of
K; clusters, where [ =1, ..., L, and L is the given number of runs. For each variant of clustering, we define
some evaluation function y; (cluster validity index or diversity measure). We suppose that the values are
standardized so that 0 < y; <1; and the better are the found variants according to some criterion,
the larger are the function values.

For a pair of different data objects a;,a; € A U B, we define the value h;(i,j) = 1[#1 (a)) = ul(aj)],
where I[-] is the indicator function: I[true] = 1; I[false] = 0; u; (a) is the cluster label assigned by

algorithm u to object a in Ith run. Ensemble matrix M stores the results of clusterings: M =
1=1,..,.L
(Ml(ai))i=1,...,N+Nt'

The averaged co-association matrix H = (E(i, j)) is defined over all generated variants:
E(ll]) = %=1ulhl(i,j) (1)
where the standardized weights wu;, ..., u; indicate the quality of clustering for the given variants,

_ng
u = Ik 1,L (2)
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Kernel classification with averaged co-association matrix

Let K(x,x): D x D — R be a symmetric function, either continuous or having a finite domain, D be a
closed subset in R%. According to Mercer’s theorem, K (x, %) is kernel function (i.e., it defines inner product
in some metric space), if and only if for any finite set of m points {x;}[2, in D and real numbers {c;}1%,,

matrix K = (K(i,/)) = (K(x;x)))
following
Proposition. The averaged co-association matrix satisfies Mercer’s condition.

The symmetric property of H is obvious. The domain of H is a finite set A U B. Let Ir(l) be the set of
indices for data points belonging to rth cluster in Ith variant of partitioning. Then for any {c;}i%, it holds
true:

m
is nonnegativity definite: Z{’;zl cicjK(i,j) = 0. Let us prove the
ij=1 '

2

m m L L L K

T s = . o Kl
Do) = Y e Yunh = Yuy Y aq=yud|Ya) =0
iL,j=1 L,j=1 =1 =1 k=1 Q) =1 k=1 g

i,j €l

From this property, it follows that the averaged co-association matrix is a valid kernel matrix and can be
used in kernel based classification methods.

Let us describe the main steps of the proposed algorithm KCCE (Kernel Classification with Cluster
Ensemble).

Algorithm KCCE.

Input:

trainingdatasetZ = (X,Y) = (x;,y;), i =1,..,N;

test data set Xiest;

L: number of runs for base clustering algorithm y;

Q: set of allowable parameters (working conditions) of u.

Output:

decision function y = f(x); class labels attributed to Xiest-

Steps:

1. Generate L variants of clustering partition of X U Xest X using algorithm g with randomly chosen
working parameters; calculate evaluation functions and weights by formula (2);

2. For each pair (x;,x;) € X U Xeest (i # J)

do

3. If the pair are assigned to the same group in [th variant, then

h,(i,j) := 1, otherwise h,(i,j) := 0;

4. Using formula (1), calculate element h(i, j) of averaged co-association matrix H;
end;

5. Find decision function with the preset type of kernel classifier and matrix H;

6. Classify test sample X, Using the found decision function and matrix H;

end.

In this paper, we use K-means as base clustering algorithm, however it is possible to apply any other

clustering technique. As the kernel classifier, we utilize soft margin version of SVM which aims at
optimizing the following objective function:

ol + X% - wméng subject to: y;({(w, x;) + b) =1—&, &3>0, i=1,..,N ,

where w is normal vector to the separating hyperplane in the space induced by kernel, b is hyperplane’s bias,
&; is a penalty imposed on ith example violating the separation margin, C = 0 is soft margin parameter. By
solving for the Lagrangian dual, one obtains the quadratic optimization problem:
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1
W(a) = z a; — Ez a;a;y;y; K(xl-, xj) - max
ij

L
subjectto: Y;a;y; =0, 0 < a; <C, i =1,..., N where K(-,+) is kernel function.

Research result

In an experiment we consider a real hyperspectral satellite image ”SDU”. The image size is 145 x 145
pixels; each pixel is characterized by the vector of 224 spectral intensities in 400- 2500 nm range. The image
includes 16 classes describing different vegetation types, as one can see in Figure 1. There are unlabeled
pixels not assigned to any of the classes.

These pixels are excluded from the analysis. To study the effect of noise on the performance of the
algorithms, randomly selected 1007% of the spectral intensity values have experienced a distorting effect:
the corresponding value x is replaced by the quantity generated from the interval [x(1 —p),x(1 + p)],
where r,p are preset parameters. The dataset has been randomly divided on training and test sample in
proportion 1:3.

We use multiclass SVM following “one-against-one” strategy. Cluster ensemble size is L = 200. For the
construction of each variant, three hyperspectral channels are randomly chosen. To obtain more diverse
results of K-means, the number of its iterations is limited to 1, and the initial centroids are randomly sampled
from data. In the ensemble generation, data matrix Xes; iS not used. The number of clusters in each variant

equals [\/N] The weights of clusterings are constant values.

a) b)
Figure 1. SDU image: (a) Composite image of hyperspectral data; (b) labeled data

Figure 2. SDU image: classification result: Ground-truth map

We compare the proposed algorithm with SVM, Random Forest, XGBoost under similar conditions (the
parameters are chosen as recommended default values in Matlab environment; RBF kernel with ¢ = 10
gives the best results). Table 1 shows the accuracy of classification (rate of correctly predicted class labels)
on test sample for some of the noise parameters. The running time on a dual-core Intel Core i5 processor
with a clock frequency of 2.8 GHz and 4 GB RAM is about 50 sec in average for KCCE and 14 sec for SVM
(note that an unoptimized code is used in KCCE implementation, in contrast with efficient implementation of
SVM). One can see that KCCE has revealed itself as more noise resistant than SVM, especially for large
distortion rates.
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Conclusion

In this work, we have introduced a supervised classification algorithm using a combination of ensemble
clustering and kernel based classification. In the clustering ensemble, we used a scheme of a single clustering
algorithm that constructs base partitions with parameters taken at random. It was verified that the weighted
co-association matrix obtained with a clustering ensemble is a valid kernel matrix. Noise parameters r= 0.05,
KCCE accuracy 0.8, Random Forest accuracy 0,659, XGBoost accuracy 0,792, SVM accuracy 0.767. The
proposed combined approach experimentally has been proven to be successful when comparing with Support
Vector Machine and Kernel Fisher Discriminant, Random Forest, XGBoost. The experiment with a real
hyperspectral satellite image has shown that the suggested algorithm is more accurate than SVM, Random
Forest, XGBoost under noise distortion.
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