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Abstract

In these days, with the rapid development of information technologies and the education system of higher
educational institutions, huge amounts of data are accumulating, and a large number of available courses are being
developed. Consequently, students face difficulties in finding suitable courses that match their interests. As a solution,
several course recommendation systems have been developed over the course of a decade, and many data mining
methods for cluster data have been applied. The recommendation system allows students to notice their preferences and
returns results that are useful to them, based on the assessments of other users and the assumptions of the system itself.
With the help of recommendation systems, the student's learning process will be planned more productively and
efficiently. The purpose of this study is to determine the general criteria of the recommendation system to meet the
interests and objectives of students. In order to gain a deep theoretical understanding, a thorough review of the literature
on works published over a 5-year period (2015-2020) was conducted. The paper analyzes the technologies that are used
to create recommendation systems. The results obtained show common approaches, algorithms, and evaluation
measurements of the recommendation system.

Keywords: recommendation system, course selection, Collaborative Filtering (CF), Content-Based Filtering
(CBF), algorithms.
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3

Kazipri Tanjia, akmapaTThIK TEXHOJOTHsUIAD MEH JKOFapbl OKY OpBIHIApbIHIa OLTIM Oepy >KyHeciHiH KapKbIHIbI
JlaMyblJla KOHE Jie KOINTereH SJIeKTUBTI Kypcrap a3ipienyne. Jlecekre, nepekTepiiH YJKEH KeJieMi CTYIeHTTepAiH
©3J/IepiHIH KBI3BIFYIIBUIBIKTAPbIHA COWKEC KeNeTiH KypcTapibl TadyAa KUBIHIBIKTapFa oKeiyjae. ATam eTuIreH
MOCEJIeNiHIH [IeIiMi PeTiH/e, COHFbl OH JKbUI IIIIHAE IIEeIIiM peTiHae OipHelle 3JIEeKTHUBTI KypcTap/bl YCHIHBICTBIH
aKnaparThIK Kyiesepiep o3ipiieHyAe, COHbBIMEH Karap KJIacTepilik MoJiMeTTep YIIIH KONTereH AEpeKTepAl i3aey
onmicTepi  KONJAHBUIABL. ~ DJEKTHBTI  KypCTapAbl YCHIHATBIH  aKMapaTThIK JKy#enep cTyldeHTTepre 0Oacka
naijananynibuIapAbH Oarajapsl MEH Kypc Typasbl OWIapblH OUTy apKbUIbI, €H THIMJII AEreH KypcTapiabl TaHIayFa
MYMKIHIIK Oepesi. ¥ ChIHBIC KYHEIepiHiH KOMETiMEH CTYISHTTIH OKY MpOIeCi HOTIDKENT )KOHE THIMIII JKOCTIapiiaHa bl
Ocpl 3epTTeyAiH MakcaThl YCHIHBIMJIBIK KYHEHIH >Kallbl eJIeM/AepiH aHbIKTay OO TaObutaxbel. byn 3eprreyain
MaKcaThl CTYACHTTEPAIH MYIENepi MEeH MIHIETTEepiH KaHaraTTAaH/BIPY YILIH KYPBUIBII KaTKaH aKMapaTTHIK YCHIHBIC
XKYHeIepiHiH JKalIbl KPUTEpHUiliepiH aHbIKTay OObIN TaObuIanpl. TepeH TEeOpHsIbIK TYCIHIK aly YLIH S-KBUIIBIK
keseHye (2015-2020 >keuigap) sxkapuslaHFaH >KYMBICTap OOMBIHIIA 9e0HeTTEPre MYKHAT IIONY Kacajbl. AJIBIHFaH
HOTDKEJIEP YCHIHBIC KYHECIHIH XKaJIbl TOCIIIEPiH, arOpUTMACPIH XKoHe Oarajay eJmeMIepiH KopceTei.

Tyilin ce3mep: axKmapaTTBIK YCBIHBICTap Kyieci, KypcTBl TaHIay, KOJUIAaOOpaTHUBTI (IIBTpiEY, KOHTEHTTIK
GmIBTpICY, ANTOPUTMAED.
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AHAJIN3 UHO®@OPMAINUOHHbBIX CUCTEM IIPU PASPABOTKE OBPA30OBATEJIBHBIX
MIPOI'PAMM IO SJIEKTUBHBIM KYPCAM

Ha ceroausmauii 1eHb, ¢ OBICTPBIM pa3BUTHEM HH()OPMAIMOHHBIX TEXHOJIOTHHA M CUCTEMbI 00pa30BaHUs BBICIITHX
Y4eOHBIX 3aBeICHII HAKAIUTMBAIOTCS OTPOMHBIE 00OBEMBI TaHHBIX, pa3padaThIBaeTCs OONBIIOE KOIMIECTBO TOCTYITHBIX
KypcoB. CrnenoBaTenbHO, CTYOCHTHl CTAJKWBAIOTCS C TPYOHOCTAMH B TIOHMCKE NOAXOIAIMIAX KYpCOB, KOTOPBIE
COOTBETCTBYIOT WX HHTEpecaM. B kadecTBe pemieHus B TeUEHHE NECATHIICTHS OBUIO pa3pabOTaHO HECKOJIBKO CHCTEM
peKOMeHAauii 1Mo KypcaM, a TakKe NPUMEHEHO MHOXECTBO METOJOB WHTEIUIEKTYaJbHOTO aHAIHM3a INaHHBIX I
KJIACTEePHBIX JaHHBIX. PeKoMeHmaTenbpHas CUcTeMa O3BOJIAET CTYACHTaM 3aMedaTh CBOU MPEIIIOYTEHIS M BO3BpAIIaeT
pe3yIBTATHI, KOTOPEIC TTOJIE3HBI ISl HETO, OCHOBBIBASICH HA OIIEHKAX IPYTHX IOJIB30BATEIICH U MPEATIONIOKEHISIX CaMOi
cucteMbl. C TMOMOIIBIO PEKOMEHIATEIBHBIX CHUCTEM YUYEOHBIH TMpoIecC CTyICHTa OyJeT CIUIaHHpPOBaH Oosee
MPOAYKTUBHO U 3ddekTuBHO. llenplo TaHHOTO HCCIENOBaHUS SBISICTCS OINpPEHICICHUEC OOIMUX KPUTCPUCB
pPeKOMEHIAaTeTbHOW CUCTEMBI JUIS YAOBJIETBOPEHHUS WHTEPECOB M 3a7ad CTyIeHTOB. [[is momydeHus: riayOoKoro
TEOPETHYCCKOTO TIOHUMAHUS ObUT MPOBEICH TIIATEIBbHBIA 0030p JUTEPaTyphl MO paboTaMm, OMyOJUKOBAHHBIM 33 S5-
netauit nepuoxa (2015-2020 rozpr). B pabore aHATM3HPYIOTCSA TEXHOJIOI'MH, KOTOPBIC HCIOJIB3YIOTCS IUIS CO3TaHUS
PEKOMEHAAMOHHBIX cHcTeM. [loydeHHBIE pe3yNbTaThl MOKA3hIBAIOT OOIINE IMOIXOMABI, alTOPUTMBI W OIIEHOYHEIS
HU3MEpeHUs] pEeKOMEHIATEIbHOMN CHCTEMBL.

KiroueBble cjioBa: peKOMEHIATeNbHAas CHCTeMa, BBIOOP Kypca, KoimabopaTwBHas (WIBTpanus, KOHTCHTHAsS
(GUIBTpaIus, aNrOPUTMEIL.

Introduction

Recently, many aspects of receiving a high education have been changed. The volume of course-related
information available to students is rapidly increasing. As a consequence, students pursuing higher education
degrees are faced with many challenges: a myriad of courses from which to choose and a lack of awareness
about which courses to follow and in what order. To make decisions students at the elective courses’ specific
content, easy courses to obtain higher scores and sometimes they look at professors. In most cases, their
decisions are influenced by students’ feedback [1], consultation with their advisors [2], and so on. Hence,
there is a need for a recommender system to aid students to make relevant course choices as elective courses
are integral components variable system of the educational process at the levels of basic general and
secondary (complete) general education, ensuring successful profile and professional self-determination of
students. The recommender systems could aid students in suggesting suitable courses as well as shortening
the time to explore courses to follow [3]. A recommender system (RS) is an information filtering tool that
attempts to recommend information items (courses, movies, etc) that are likely to meet users’ references [4].
Bhaskar Mondal et al. defined RS as an intelligent system that recommends a personalized set of information
extracted from a dynamically generated huge volume of data [5].

Recommender systems are programs and services that assess users' preferences and attempt to forecast
what will be most interesting to them at any given time. Such systems display a user's choice for content
depending on data given by the user expressly or based on his interaction with the system. The following
characteristics should be present in recommender systems: the system should be tailored to a specific user, as
preferences vary greatly from person to person; the system should take into account the user's current
preferences, adapting to him over time; the system must constantly seek out new areas of information to
offer to the user. This study's main concern is that students are being assigned to courses in which they have
little interest, that they are having problems acquiring knowledge, and that they are being overloaded with
information during their application for admission to higher learning institutions. Students find it challenging
to make educated judgments when they have a large number of options from which to choose and research in
order to develop a list of courses in which they are interested. Because of the abundance of universities
offering a wide range of courses from which a student can choose, students often miss out on placement in
the courses they desire owing to a lack of proper guidance while making course selections during the
application period. Hence, there is a need to provide a solution that recommends a filtered list of courses
based on their interests and performance

The main goal of RSs is to deliver customized information to a great variety of users according to their
preferences [6]. Considering the various aspects of the course section and technological process, it is
necessary to generate a recommendation system that meets students’ needs and navigates through the
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learning process. The success of the recommendation system can be generated through the analytical
capabilities and completeness of its features. This study is aimed to identify the general criteria of the course
recommendation system. To archive this goal it needs to be supported by a theoretical basis and approaches.
Furthermore, in this study, there are the main themes that become the research question. First, «what are the
approaches to building a recommendation system?». Second, «what algorithms are used to process the
interaction between the learner and system?». This study was conducted through a literature review relating
to course selection recommendation systems published papers over a five-year period between 2015
and 2020.

Methods

The process of the literature review conducted in this study consists of several steps. First, the source of
research articles (IEEE, Google Scholar, Science Direct, and Web of Science) and search keywords
("elective course™ AND "recommendation system™ OR "recommender system™) were established. Found
papers were inputted the "Studies found". Second, papers’ titles and abstracts were scanned to find research
guestions — matching papers. Eventually, after reading thoroughly the introduction and the contents of the
whole paper according to research questions, the papers were saved as "Selected studies". The complete list
of selected papers is shown in table 1.

Tablel. Source of Publication

Title Reference Year Type
Helping university students to choose elective courses by using a
1 | hybrid multi-criteria recommendation system with genetic [1] 2019 J
optimization
An Automated Recommender System for Course Selection [2] 2016 J
3 Recommende( Systems for University Elective Course [3] 2017 c
recommendation
4 A K-Nearest Neighbour Algorithm-Based Recommender System for [4] 2019 3
the Dynamic Selection of Elective Undergraduate Courses
5 | A course recommendation system based on grades [5] 2020 C
6 | Skill Based Course Recommendation System [6] 2020 C
7 | Module Advisor: Guiding Students with Recommendations [7] 2018 J
8 | Elective course recommendation model for higher education program [3] 2018 J
9 | An Intelligent Student Advising System Using Collaborative Filtering [9] 2015 J
10 PRCS: Personalized course recommender system based on hybrid [10] 2017 c
approach
11 A Hybrid Course Recommendation System by Integrating [11] 2016 3
Collaborative Filtering and Artificial Immune Systems
Next level: a course recommender system based on next level: a Masters’
12 - [12] 2019 .
course recommender system based on career interests thesis
13 | A Recommendation System for Prediction of Elective Subjects [13] 2017 C
14 Developing QQourse Recommender by Combining Clustering and [14] 2019 c
Fuzzy Association Rules.

Results and discussion

The aim of a literature review in this study was to identify the general criteria of the recommendation
system. They are recommendation system approaches, algorithms and recommender system evaluation
measures. One of the challenges that universities tend to achieve is students' course enrolment
recommendation. It not only assists students in deciding what to study, but it also maximizes their
performance if they are able to study what they enjoy or are interested in. Based on our review, three main
approaches of recommendation systems identified. While collaborative filtering was a widely implemented
technique, rule mining was found only in a couple of papers. Hybrid filtering and content-based filtering
were also used to generate RSs. The present study examined the recommender systems and among existing
methods, the introduce algorithms were compared focusing on collaborating filtering based on association
rules mining, as illustrated in Figure 1.
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Figure 1. Distribution of approaches employed in recommendation systems

Collaborative Filtering (CF)

Collaborative filtering (sometimes called top-N) recommends an item to a user by investigating the user's
similarity with the user's information in a system, and predict the item that the user would be interested in.
This approach is attractive due to its data storage mechanism, as it does not store the personal information of
each user and merely keeps item-related items. The similarity employed in similarity majors like Pearson
Cosine has a significant impact on the performance of CF-systems. A similarity major is chosen depending
on the date available in the repository. Similarity, Correlation Coefficient, and Euclidean distance are often
used to evaluate similarity between users. Collaborative filtering has the advantage of being both simple and
accurate to apply. They do, however, have a cold start problem, in which they fail first-time users whose
information is not stored in the system. Memory-based and model-based CF algorithms are two major
classes existing today. Memory-based collaborative filtering algorithms use the entire database to generate a
recommendation, while model-based systems extract a subset of information about users and items.
Memory-based collaborative filtering algorithms further divided into item-based and user-based
collaborative filtering. Memory-based CF algorithms anticipate using the entire user-item database. These
algorithms employ statistical approaches to identify a group of users known as neighbours who have
exhibited similar behaviour in the past to the target user. Following the collection of neighbourhood data,
these strategies employ various algorithms to aggregate neighbourhood preferences in order to generate a
forecast or top-N recommendation for the active user. Hence, such methods are also known as user-based
collaborative filtering or nearest-neighbour filtering.

Kiratijuta Bhumichitr et al. developed a collaborative-based recommendation system using Pearson
Correlation Coefficient and Altering Least Square (ALS). In the paper of Adewale Opeoluwa Ogunde, a system
was developed for undergraduate students considering the previous performances of other students in the
course. Kathiravelu Ganeshan and Xiaosong Li proposed a web-based intelligent student advising system
applying collaborative filtering. In order to understand what drives students to choose a particular course,
their GPA, Age, Ethnicity, and gender were analyzed. The K-means experiment results found that between
24 and 27 aged male students from European, Maori, and Asian backgrounds preferred the software
major.Pei- Chann Chang et al. proposed a two-stage user-based collaborative filtering process with an
artificial immune system to predict the students’ grades and a filter for professors' ratings.

Content-based Filtering (CBF)

Content-based filtering recommends an item to a user by considering the description of the item and
clustering the item and the user into groups to gain similarity between them. The main advantage of the CDF
approach is that system is tailored to users’ unique interests, which allows avoiding the cold-start problem
for new and unpopular items. CBF based on criteria related to course information, competence, professors,
theoretical and practical content, and knowledge area. Shehba Shahab in her thesis presented a recommender
system that uses CBF along with K-means clustering and TF-IDF to recommend suitable skills and courses
based on students’ career interests [12]. Creating a content-based recommender system entails
recommending things that are comparable to those that the user has previously preferred. These systems are
scalable, perform well regardless of the number of users in the system, and do not have cold start concerns
because they take into account a user's prior preferences and an item's characteristic. However, these systems
require sufficient information about the object to be provided in order to accurately discriminate items;
otherwise, accuracy suffers.
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Hybrid Recommender

Hybrid recommender systems combine different types of recommender systems to ensure that they
complement one other by compensating for one type's deficiencies with the strengths of the other. In order to
solve the ramp-up problem, collaborative filtering is frequently supplemented with other techniques. The
main goal of a hybrid system is to improve recommendation accuracy as well as to avoid certain drawbacks
(e.g., new items and, new user problems) of traditional recommender approaches. Nina Hagemann et al.
proposed a hybrid recommender system consisting of two components. First, a traditional content—based
recommender to find candidates that have the same conten as in the student’s profile; Meanwhile a
hierarchical taxonomy is developed to prioritize candidates from outside the student’s program area. Zameer
Gulzar et al. developed a hybrid RS that can be integrated to reinforce the efficiency of an E- Learning
system, and focused on N-gram query classification for retrieving expansion-based information along with
ontology support.

Association Rule Mining

The Rule Mining approach focuses on recommending a series of items to a user by discovering the
interrelation between each item such as selling amount, as a rule, As regards course selection, the
recommendation could be a series of courses that students prefer taking those courses. Sh.Asadi et al. built a
course recommender model to assist in course section decision-making. Clustering was used to begin the
process since it was necessary to obtain a better understanding of the students and their characteristics.
Students with similar interests, skills, and behaviors were identified using the given technique. Then, in each
cluster, fuzzy association rules were mined with the goal of evaluating patterns in student course parts as
well as the associations between them.

Algorithms

There are a number of algorithms employed to extract and cluster complex and huge masses of data. In
our work, the following algorithms were found: s-means fussy algorithms, SVD-based algorithm, genetic
algorithm, Pearson Correlation Coefficient, ALS algorithm, fuzzy association rules mining algorithm, N-
gram query classification, TF-IDF. One of the algorithms which were found in many proposed
recommendation systems is K-nearest- neighboring algorithm owing to its ease to use and high efficiency [4,
2, 9]. K-nearest Neighbour is a simple algorithm that keeps all accessible cases that classify new base based
on a similarity measure (e.g., distance functions). In the proposed advising system [9], the high performance,
merit performance, and low-performance students groups were identified by the K-means algorithm. Unlike
the recommended algorithms above, Viddhelsh et al. utilized the c-means fuzzy algorithm to arrive at a
better solution to predict an elective course for students.

k
The c-means fuzzy algorithm optimizes E Ziecj uin} (x; — ,uj)z
j=1

where u;; is membership value of point x; to cluster c;, u; is center of cluster j and m is the level of
fuzziness.

m _ 1
ij =

Yi=1k

The membership value u;; is givenas U :
(frimejpm—T1

|xi—ckl

This approach implies that even if a student belongs to a cluster with a low degree of belonging, there is a
high possibility that it has an output that is comparable to the cluster that is currently being looked after.
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Table 2. Use of Algorithms for recommendation systems.

1 | S-means fussy algorithm [6]

2 | SVD - based algorithm [8]

3 | Genetic algorithm [1

4 | Pearson Correlation Coefficient [3]

5 | ALS algorithm [3]

6 | Fuzzy association rules mining algorithm [2,14]

7 | K-means algorithm [2,4,5,9,12,14]
8 | N-gram query classification [10]

9 | TF-IDF [12,7]

10 | Multi-Layer Perception Algorithm [13]

Proposed prototypes

The growing interest in recommendation system has generated a lot of research and works devoted to the
analysis and interpretation of huge volumes of academic data. Figure 2 shows a summary of the main
characteristics of each proposal. It is considered both student and course specific criteria, as well as, the
similarity measures utilised that a key element in the PS s for the students and courses more similar. It is
relevant to highlight that most proposals use one or two criteria and one or two similarity measures.
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Figure 2. Interfaces of some analyzed prototypes (A) [1], (B) [4], (C) [7] and (D) [12].

A. Esteban an et al. proposed a model (Figure (A)) in a hybrid multi-criteria RS for university course
recommendation. The suggested approach uses several tools such as CF based on neighborhood, CBF, and
semantic analysis to mix inputs from the student and the course. An adapted Genetic Algorithm (GA) was
utilized to create intelligible models in which they could manage the relevance of each criterion in the
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recommendations and acquire the best configuration of all RS parameters, such as similarity measures and
number of neighbors.Genetic algorithm (GA) employed consists of several features as following:

= The GA is used as a pre-recommendation system stage (RS). As a result, GA optimizes the parameter
setup of RS using training data. The RS is then configured according to these characteristics, and
customized user recommendations can be made. The goal is that the GA does not increase the amount of
time it takes to compute each recommendation.

= The GA examines the weight optimization for each criterion in both the CF and CBF systems. As a
result, each factor will be relevant in determining the final recommendation.

= The GA takes into account the optimization of similarity measurements. Thus, each criterion can
employ a variety of similarity measures, with the GA selecting the best appropriate for each.

= The GA takes into account the CF system's neighborhood size optimization. Thus, the size of the
neighborhood will be optimized to the best value.

= The GA explores how to optimize the hybrid system's outputs. Thus, the GA will assign a weight to
each system employed in hybrid RS to determine its importance.

Adewale Opeoluwa Ogunde et al used a collaborative filtering strategy based on the k-nearest Neighbour
algorithm to uncover hidden linkages between previously passed relevant courses and currently available
elective courses (Figure (B)). The recommendation model was built and tested using a dataset of real-life
student results. The novel model was discovered to outperform previously published results. The established
approach will not only assist students better their academic performance, but it will also help level advisers
and school counsellors minimize their workload. In their research, the recommender system was created to
include a knowledge base with collected experience as well as a set of rules for applying the knowledge base
to each specific circumstance stated. The recommendation model and k-nearest Neighbour decision tree were
created using WEKA, a popular data mining tool. This approach was used to predict rules and was
implemented in a front-end web application.

Nina Hagemann et al. created a prototype web tool (Figure (C)), as illustrated in Figure B, to assist
students in finding appropriate elective modules. This application contains a personalized recommender
system that allows students to select modules from their module history and receive recommendations for
elective courses depending on their selection. Students can adjust the degree of discovery in the
recommendations made using a slider. Moving the slider adds diversity to the recommender system's
algorithm and provides a natural justification for the modules that are recommended. As a result, students are
able to gradually explore modules outside of their subject of study and increase their understanding of the
various modules accessible. To generate recommendations, the suggested hybrid recommender has two
components. The first component identifies applicants who are most likely to succeed. The first component
prioritizes candidates with content comparable to those in the student's profile; a typical content-based (CB)
recommender is utilized for this purpose. The second component prioritizes candidates who are not in the
student's program area; in this scenario, a hierarchical taxonomy of the available programs of study and
associated modules is constructed, and candidates who are the most distant from the student's profile are
recommended.

Shehba Shahab developed a novel Next level approach in her paper " Next level: a course recommender
system based on career interests " which has various advantages over previous course recommender
systems(Figure (D)). They presented a course recommender system that uses content-based filtering and an
ensemble learning method using k-means clustering and TF-IDF to suggest suitable skills and courses based
on the career interests of students in her paper. The approach's fundamental premise is to portray both users
and courses using skills as features. The vector space approach represents queries and courses as vectors in a
high-dimensional space, with each vector corresponding to a phrase in the collection's vocabulary. Given a
query vector and a set of courses vectors, choose the one that best fits your needs.

They rank the courses by computing the cosine similarity between them, given a query vector and a set of
courses vectors, one for each course in the collection:

- -
Similarit)}(sk_;ll’ course) skl * FORSE

skl lcoursel
skill course

Similarity measures
CF using criteria is mostly student-related information, as ratings, grades and branches, while CBF based
on criteria related to course information, as professors, theoretical and practical contents, competencies, and
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knowledge area. In the paper of Asadi Sh et al. many features including demographics and educational
background are used to cluster. Moreover, Bhumichitr K et al. proposed a recommendation system based on
the similarity between the course templates of students as well as academic records based on user profiles
were built. Bhaskar Mondal et al. proposed a machine learning approach to suggest relevant courses to
students based on their learning history and past performance. A hybrid recommendation system was
generated with professor and student information datasets. In their paper, Viddhelsh et al. propose a skill-
based recommender System. The authors’ method is based on finding similar students which will serve to
shortlist courses that are suitable. A hybrid multi-criteria recommendation system was developed by
A.Esteban et al, where they considered multiple criteria for course selection. The developed CF estimated
similarity measures, including grades, ratings, and brand, while Content-based filtering similarity measures
considered professors, competencies, knowledge area, contents of a course.

Recommender system evaluation

Recommendation system can be evaluated by standard information retrieval measures. The accuracy
value is employed to measure the performance and effectiveness of the system using equation 2 [10]. In most
papers, the system was tested on the basis of precision, recall and F-score.

Precision is the percentage of the number of recommended courses taken to the total number of
recommended courses.

Precision = (# of recommended courses taken) /( total # of recommended courses)

Recall is the percentage of the number of recommended courses taken to the total number of courses
taken by the students [2].

Recall = (# of recommended courses taken)/ (total # of courses taken by students)

F-score is the harmonic means of precision and recall. It can be calculated using the formula [12]:

F-score = (2*precision*recall) / (precision +recall)

Conclusion

The application of recommender systems to suggest elective courses are now in demand. This growth can
be related to need to make right decisions in opting for beneficial courses both educational and future job
landing. In this paper, 14 papers are reviewed to have a clear insight to direction of given tendency. Through
this literature review, the recommender systems techniques and data extracting algorithms were identified.
While collaborative filtering approaches will give accurate results in a traditional sense, it will not help the
problem of discoverability of modules as it promotes primarily already popular modules. We have concluded
that hybrid recommendation system comes with the following advantages:

1. Hybrid recommender systems combine different types of recommender systems to ensure that they
complement one other by compensating for one type's deficiencies with the strengths of the other.

2. It can improve recommendation accuracy as well as to avoid certain drawbacks (e.g., new item and,
new user problems) of traditional recommender approaches.
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