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Abstract

Employee promotion is an important aspect in human-resource management process. Thus, it is crucial to correctly
decide, whether an employee should or should not be promoted based on its current and past ratings. For that purpose,
the research has been carried out to develop employee’s promotion prediction models by using different machine-
learning classification algorithms. In this research, experiments on simulated dataset was performed using Gradient
Boosting Classifier, Random Forest Classifier and Keras Neural Network. Through a complex assessment process, the
performance of these supervised machine learning algorithms for predicting employee advancement was analyzed using
assessment metrics. Our study uses simulated employee data as the training dataset, and we developed a web
application for our study to display forecast results on new inputs.

Keywords: machine learning, rating, neural networks, deep learning, classification, forecasting, personnel
management, promotion.
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IPOTHO3UPOBAHME MOBBIIIEHUE COTPY/THUKA IO CJYKBE HA OCHOBE PEUTUHT A
COTPYAHHUKA C HUCITIOJIB30BAHUEM AJITOPUTMOB MAIINMHHOI'O OBYYEHMUSA

[IpomBmxeHne COTPYIHUKOB, BaKHBIM AacIeKT IIpoIlecca YIPaBICHUS YEIOBEUSCKIMH pecypcaMh. BakHo
MPaBUIBHO PEIINTh, CICIyeT I MPOABHIATH COTPYIHUKA IO KaphepHOH JIECTHHIIE, WCXOMAS W3 €ro HBIHCIIHUX U
MpONUIBIX peHTHHTOB. C 3TOW [enbl0 OBUTO MPOBEICHO HCCICHOBAHHE IO Pa3pabOTKe MOJENed MPOTHO3UPOBAHUS
MMPOABMXKCHUSA COTPYAHUKOB C HCIOJB30BAHUEM PAaA3JIMYHBIX aJIr'OPUTMOB Knaccmbmcaunn MAalInHHOI'O O6y‘IeHI/I$[.
BI/ICCJ'IGI[OBaHI/II/I OKCIICPUMEHTBI Ha CMOACIMPOBAHHOM Ha6ope JaHHBbIX ObIIM BBIMIOJHEHBI C HCHOJIL30BAHUEM
kiaccu(pukaTopa rpaJeHTHOr0 YCHUIIeHHs, Kilaccu(ukaropa ciydaifHoro jgeca u HeliponHoi cetu Keras. ITocpenctBom
CJIOKHOTO TIpolecca OLEHKH, 3(P(EKTHBHOCTh 3TUX KOHTPOJIMPYEMBIX aJrOPUTMOB MAIIMHHOTO OOYYEHHs JUIs
MIPOTHO3UPOBAHUS TPOJBUKEHHSI COTPYAHUKOB MO CiIyxOe Oblia TMpoaHATW3WPOBAaHA C HCIIOJIL30BAHUEM METPHUK
OIICHKA aITOpUTMOB. B KadecTBe HaOopa MAaHHBIX 11 OOYYEHHUS WCIIONB3YIOTCS CMOJCIHPOBAaHHBIC JTaHHBIC
COTPYIOHHKOB. B xo1e uccrenoBanms pa3paboTaHo BeO-MPUIIOKEHHE TSI OTOOPAKEHHS Pe3yIbTaTOB POrHO30B MOJICIICH.

KiaroueBble cioBa: MammHHOE OOYyYEHHUE, PEHTHHT, HEHPOHHBIE CETH, TIyOOKoe oOydeHHe, KIacCH(pUKAIIHS,
MIPOTHO3UPOBAHNE, YIIPABICHUE IIEPCOHAIIOM, TIPOIBIKECHUE.
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MAIIHUHAJIBIK OKBITY AJITOPUTMAEPIH MAMJAJTAHY APKbILIbI KbI3SMETKEPJIIH PEUTAHIT
HET'BIHJE KbI3BMETKEP/JIIH KbI3MET BOMBIHIIA KOFAPBIJIYBIH BOJIKAY

KpI3mMeTkeprepi sKOFaphlIaTy ajaM pecypcTapblH 0acKapy MPOIECiHiH MaHBI3Abl acTeKTici OONbIN TaObIIaubl.
CoHIBIKTaH KbI3METKEPiH Ka3ipri )koHe OYpBIHFBI PEUTHHTIHE COKeC KbI3METKEpi KOFaphlIaTy Typajbl AYPhIC MMM
Kabpuimay ete MaHbpAbpl. OcChl MakcaTTa OpTYpJdi MAIIMHAIBIK OKBITY alNTOPUTMJAEPIH KOJNJaHa OTBIPHIII,
KBI3METKepJepiH ocyiH Ooipkay MOJIENIepiH Kypy MakcaTblHAa 3epTTey XKypridinmi. bym 3eprreynme rpamueHTTi
OyCTHHT KJIacCU(PUKATOPHI, KE3EHCOK OpMaH Ki1acCupUKATOPhI xkoHe Keras HEHPOHIBIK kKellici apKblIbI MOJIENTbICHTeH
JIepeKTep JKUBIHTHIFBI OOMBIHINA SKCIEPUMEHTTEP OpbIHAangsl. Kypaeni Garamay mporieci apKbUIbI KbI3SMETKEPIIepIiH
KeTepiyiH OoinkayFa apHaJIFaH MaIIMHAJBIK OKBITY allTOPUTMIEPIHIH THIMAUII METpUKaIBIK Oaranay alropurMaepi
apKbUIBl TaJAAaHABL. 3epTTeye airOPUTMJIEPAl OKBITy MaKCaTbIHIa KOJJAHBUIFAH MoaJiMerTep Oa3acel peTiHge
MOJIETIbJICHI'€H KbI3METKEpJIEp AepeKTepi maiianaHsuaabl. 3epTrey OaphIChIHIA MOASNIBAEPIIH OOIKaM HOTHXKEIEpiH
KepceTy YLIIH BeO-KOChIMIIA d3ipIIeH .

Tyiiin ce3mep: MalIMHAIBIK OKBITY, PEHTHHI, HEWPOH/BIK JKEJIIep, TEPEH OKBITY, Tanjay, Ooipkay, MepcoHAaIbI
Oackapy, JKorapbLjiary.
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Introduction

Decision about employee’s promotion to the next position has always been an issue in any company. It
affects both employee’s motivation to work in the organization and its manager, who has to make such
difficult decisions. That is why the problem was analyzed and prediction model was built as a solution.

There are studies aimed at developing employee prediction models. In the work «Prediction of Employee
Promotion Based on Personal Basic Features and Post Features», authors focus on testing different machine
learning algorithms on predicting employee promotion by building personal basic features and post features
based on five strategies [1].

In another research «A Data-driven Analysis of Employee Promotion: The Role of the Position of
Organization», the focus of study was to put forward ideas on data-driven solution to the promotion issue in
human resource management, and focus on the influence from the position of organization [2].

This paper focuses on building and testing employee’s promotion prediction models and developing
software as an interface for better user experience. Employee promotion prediction is a group of models that
takes employee’s features as an input and returns possibility of promotion of the employee as an output.

1. Data source
For this research, simulated dataset was created using real HR dataset of employees collected from 2020
to 2021. During this period, approximately 20% of employees were promoted to the next position. The real
dataset has 14000 entries and 24 features. The simulated data consists of artificially created 1740 entries. It
was further cleaned and the following data processing practices were done:
1) unnecessary features were removed from dataset;
2) temporary employees such as foreign interns were not included to the final set.
After processing dataset, the data has 1500 employees with 8 features (See Figure 1).

salary(thousand

n_of_individual_projects motivation_r relationship_with_others_r communication_skills_r task_management_r 1) total_rating promoted

0 20 0.200000 0.200000 0.200000 0.200000 100.0 0.800000 0.0
1 3.0 0.500000 0.500000 0.500000 0.500000 150.0 0.700000 1.0
2 3.0 0.907390 0.880383 0.886172 0.854583 86.0 0.717144 0.0
3 0.0 0.954438 0.951636 0.656876 0.959900 441.0 0.947162 0.0
4 1.0 0.677607 0.975069 0.532699 0.451263 385.0 0.458558 0.0
1487 30 0.552977 0.943717 0.650876 0.744704 2850 0.761386 00
1498 4.0 0.892194 0.918649 0918311 0877594 3530 0.995365 10
1499 3.0 0.886726 0.878922 0.968930 0.981146 3720 0.854296 1.0
1500 20 0.981859 0.677604 0.762189 0.887664 147.0 0.903720 0.0
1501 0.0 0.843148 0.671036 0.788166 0.993719 429.0 0.977252 0.0

1502 rows x 8 columns
Figure 1. Simulated dataset of employees

2. Methodology

In this section, abilities of classical supervised machine learning algorithms and neural network are
described.

2.1 Gradient Boosting (GB) is a machine learning technique for regression and classification that is an
ensemble of decision trees [3]. This algorithm is based on iterative training of decision trees for minimizing
the loss function. Due to the peculiarities of decision trees, gradient boosting is able to work with categorical
features and cope with nonlinearities. It uses «boosting» method to convert poorly trained models to well
trained ones. Thus, in boosting, each new tree is trained on a modified version of the original dataset.

The idea of gradient boosting originated in the observation by Leo Breiman that boosting can be
interpreted as an optimization algorithm on a suitable cost function [4].

2.2 Random Forest (RF) is a set of decision trees. For classification tasks, the output of the random forest
is the class selected by most trees. For regression tasks, the mean or average prediction of the individual trees
is returned [5, 6].

2.3 Keras is a deep learning API written in Python, running on top of the machine learning platform
Tensor Flow [7]. Keras was built with a focus on ensuring fast experimentation. Going from idea to result as
quickly as possible is essential to doing good research [8].
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3. System architecture

System architecture is illustrated in Figure 2. Before applying machine learning algorithms on dataset,
data processing was done to the training data. After which the models were developed by analyzing the
results of algorithms™ work. The concluding step was to develop software (web-application) for users to be
able to interact with the built models.

MACHINE
LEARNING
ALGORITHMS

|

DATA TRAINING
PROCESSING > DATA

WEB-

MODELS  —————  appLICATION

Figure 2. System architecture

Web-application consists of Flask as server Api and React JS as an interface application. Web-application
workflow is shown in Figure 3.

USER

INPUT l T QUTPUT

%

FRONTEND SERNEL

 —
MODELS

Figure 3. Web-application scheme

The user fills up form with information about specific employee who the decision about its promotion is
going to be made. After that, clicking one of the buttons representing different models will output calculated
prediction as a result.

4. Results

The results of the mentioned algorithms work on the training dataset, as well as on new samples are
presented in this section. In this research, the positive class is assigned to the employees who are promoted,
whereas the negative class is for employees who are not promoted. Evaluation metrics and libraries used for
this research are as follows:

1) Receiver operating characteristic curve (ROC) and area under the curve (AUC) [9];

2) Confusion Matrix;

3) Classification Report.

ROC and AUC metrics results are displayed in Figure 4. From the results, one can see that all three
algorithms showed quite similar values. However, Keras Sequential had the highest AUC value (0.986).
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Figure 4. ROC and AUC curve metrics results

The general idea of Confusion Matrix evaluation is to count the number of times instances of class A are
classified as class B [10]. Results of confusion matrices (Figure-5, Figure-6, Figure-7) show that all
algorithms perform at approximately similar level. Nevertheless, one can notice that Gradient Boosting made
less mistakes on predicting promoted employees (only 1 case). Results of classification reports in Figure-8,
Figure-9, Figure-10, demonstrate that Gradient Bosting and Random Forest algorithms are evaluated
similarly by classification reports. Keras Sequential was assessed with slightly less points on precision

and f1-score.
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not-promoted promoted
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Figure 5. Confusion matrix
of Gradient Boosting model
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Figure 7. Confusion matrix
Keras Sequential model
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Figure 6. Confusion matrix
of Random Forest model
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Figure 8. Classification report
of Gradient Boosting model
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RandomForestClassifier Classification Report
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Figure 9. Classification report of Random Forest model
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Figure 10. Classification report of Keras Sequential model

Prediction on new samples were done using developed web-application. Figure 11 illustrates a sample
employee's information and promotion predictions of different models.

Projects

Low v =

Motivation Rating: 85 Relationships Rating: 72
® 9

Task Management Rating: 82 Communication Rating: 78

Total Rating: 76

———

Should we promote this employee?
No (forest)
No (gradient)
Yes! (keras)

Random Forest

Gradient Boosting

Keras Sequential

Figure 11. Results of models on new input
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For the new inputs, GB and RF algorithms perform stably and similarly. When it comes to Keras model,
it can show anomaly behaviors such as if one of the features are too low or too high, it can still predict
positive (promoted).

Conclusion

During this research work, it has been identified that prediction of employee promotion is very important
aspect in human capital building process. Three popular machine learning techniques for forecasting
employee’s promotion were built and analyzed.

Training dataset of employees were created using real data of companies and further processed. Popular
supervised machine learning algorithms were studied and tested on performance using numerical metrics.
The metrics, used in the research, showed that all three models were able to predict with close accuracy,
despite small differences.

To test the models for new samples, special software was developed, by using which it is possible to
predict the advancement of employees. These tests showed that the Gradient Boosting and Random Forest
models gave the same predictions, while the Keras model gave different answers in most cases, which
suggests that the Gradient Boosting and Random Forest models are preferred over the Keras model for
predicting employee progress.
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