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Abstract

The article represented that in connection with the increasing importance of the time factor, automated methods of
assessing creditworthiness are now becoming increasingly important. With mass consumer lending, practically in the
presence of a potential borrower, it becomes necessary to decide on granting a loan. To operate profitably in the retail
lending market, an effective risk assessment system is required, which would make it possible to cut off unreliable
borrowers in advance and not refuse reliable borrowers, and reasonably determine the size of a consumer loan or a credit
card limit. This system should create a margin of safety for the bank. One of such automated methods for assessing the
creditworthiness of a counterparty is the scoring method.
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KPEJIUTTIK KOPCETKIIITI TUIM/I BAFAJIAY KYHEJIEPIH O3IPJIEY

Makanaga yakpIT (hDaKTOPBIHBIH MAaHBI3JBUTBIFBIHBIH apTybIHA OaiillaHBICTHI HECHe KaOUICTTUNriH OaranayIblH
aBTOMATTAHIBIPBUTFAH SJicTepi Ka3ipri yakpITTa OapfaH calblH MaHBI3IBI OOJBINT OTHIPFaHBI KepcerinreH. HecweHi
Oaranay OaHKTep HecHeHI 0ackapy HIeHmIiMIepiH KaObUIIaraH Ke3/Aeri MaHbI3Abl YIACPICTepAiH Oipi OOJBIN caHaIaIbl.
JKammaii TYTRIHYIIBIIBIK HECHETICHIIPY KE31H/E, IC KY31H/E dJICYeTTi Kaphl3 alTyIIBIHBIH KATBICYBIMCH HECHE Oepy Typasibl
mremiM Kabpuinay Kaker Oonaabl. HecueneHIipy HapbIFBIHAAFbl TaOBICTHI JKYMBIC ICTEY VIIIH CEHIMCI3 Kapbi3
anymbUIap/pl AIABIH aja Kecill TacTayFa JKoHe CeHIMAl Kapbl3 ajyllbliapiaH 0ac TapThayra, TYTbIHY HECHECiHIH
COMAaChIH HEMece HeCHe KapTachIHBIH JIMMHTIH HETi3/i aHbIKTayFa MYMKIHJIK OepeTiH Toyekenai OaranayablH THIMII
Kyiteci kaxer. byn sxyie OaHK VIIiH Kayinci3mik Map)KachlH Kypybl Kepek. KOHTpareHTTiH Hecuenik KaOilneTiH
Oaranay/IpIH aBTOMATTaHIBIPBUIFAH SJIICTEPiHiH 0ipi OAMIABIK 9/1ic OOIBIN TaOBLIIAE.

Tyiiin ce3aep: Hecueney, HECHUENIK CKOPUHT, CKOPHHITIK MOJIEJIb/ICY, IOTUCTUKAIIBIK PErPecCHst, TOyeKen i baranay
Kyiieci, Hecue HapBIFbI.
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PA3PABOTKA CUCTEM D®®EKTUBHOM OLHEHKHU KPEJIUTHBIX PEMTHUHI OB

B craTbe npencrasieHo, YTO B CBSI3M C BO3pacTaHHEM 3HaueHHs (akTopa BpeMEHU B HACTOALIEE BpeMs Bce OoJbliee
3Ha4YeHHE MPHUOOPETAIOT aBTOMATH3NPOBAaHHBIE METOJBI OI[EHKH KpeauTocrnocobHoctu. OIeHKa KpeauTOCIIOCOOHOCTH
CUHTACTCS OJHUM U3 BaXHEUIIIMX MPOIIECCOB, KOTra OaHKM MPHHUMAIOT PEIICHU 10 KPESAUTHOMY MEHEeKMeHTy. [lpn
MAacCCOBOM IOTPEOUTETBCKOM KPEAUTOBAHUHM TPAKTHYCCKH B IPUCYTCTBHM MOTCHIMATBHOTO 3aEMIIMKA BO3HUKACT
HEO0XOIUMOCTh IPUHSATHS PEIICHUS O BhIIaue KpeauTa. J{ist mpuObUTbHOM paboThI Ha PEIHKE PO3HHYHOTO KPEIUTOBAHUS
HeoOxonuMma 3¢ddekTuBHAsS cHCTeMa OICHKH PHCKOB, KOTOpas MO3BOJsUIa OBl 3apaHee OTceYb HeOJIarOHaeKHBIX
3aEMIIIMKOB U HE OTKAa3aTh HAJICKHBIM 3aeMIIIMKaM, 000CHOBAHHO OMPEACIHUTh pa3Mep MOTPEOUTEIbCKOTO KPeIuTa WIn
JUMHTA TI0 KPEAWTHOW KapTe. DTa CHCTEMa JOJDKHA CO3/aTh 3amac MPOYHOCTH i OaHka. OIHMM W3 TaKHUX
aBTOMAaTH3UPOBAHHBIX METOJIOB OIIEHKH KPEIUTOCTIOCOOHOCTH KOHTPAreHTa SBJISIETCS] METOJT CKOPHHTA.

KiroueBble c10Ba: KpeIUTOBaHUE, KPEIUTHBIN CKOPUHT, CKOPHHI'OBOE MOJICIIMPOBAHHUE, JIOTHUCTHYECKAS PETPECCHs,
CHCTEMa OIEHKH PUCKOB, KPEJUTHBIN PHIHOK.

1 Introduction

Credit evaluation is considered one of the most important processes when banks make decisions on credit
management. This process involves the collection, testing and systematization of various credit components
and variables for evaluating credit opinions. The quality of bank loans is considered the main factor
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determining the competitiveness, viability and profitability of banks. Credit scoring is considered one of the
more powerful sets for systematizing bank buyers as part of the credit assessment process to reduce the current
and expected risk of a bad credit situation of the buyer. To build a credit scoring model, you need to have high-
quality data about borrowers, such as how the accuracy of the model depends on the data you choose to study
it. Proper data is essential for predicting various types of lending, for example, for consumer loans and business
loans, the models will differ [1].

For the subsequent construction of the model and assessment of its quality, it is important to consider the
ratio of the amount of data corresponding to the default of customers and successful solvency. For the model
to work correctly, it is necessary to have approximately the same number of both default and successful orders
in the data. It is extremely important for the study to precisely determine the loan defaults, so there should be
many such examples in the data.

2 Collection of Necessary Data and Initial Processing

The advances in technology have allowed money lenders to reduce credit risk by using all sorts of customer
data. By applying statistical and machine learning techniques, cheap data is analyzed and reduced to a single
value, known as a credit score, representing credit risk. This sense has the ability to assist in making a
conclusion. The higher the credit rating, the more the lender is able to be in no doubt about the creditworthiness
of the buyer. Credit scoring is an artificial intelligence configuration based on predictive modeling that
considers the possibility that the customer will actually default on a loan promise, be delinquent or insolvent.
The prediction model is “trained” by applying historical customer data along with peer group and other data
to predict the possibility that a given customer will actually exhibit a particular behavior in the future [2].

The biggest advantage of credit scoring is the ability to quickly and effectively make decisions, for example,
to accept or reject a buyer, or to increase or decrease the loan price, interest rate or term. As a result, the speed
and accuracy of these judgments have made the credit rating the cornerstone of risk management across all
sectors, spanning banking, telecommunications, insurance and retail.

Credit scoring can be used throughout the entire customer interaction cycle, including the duration of the
customer interaction throughout the relationship between the customer and the organization. But they are
primarily intended for credit risk departments, marketing departments still have every chance to benefit from
credit scoring methods in their own advertising campaigns [3].

When evaluating orders, the risk of non-compliance with promises by fresh bidders is assessed when
deciding whether to accept or reject orders. Behavioral evaluation considers the risk of default associated with
an existing customer when making judgments regarding account management such as credit limit, overlimit
management, fresh produce. Collection estimation is used in loan collection strategies to estimate the
likelihood that buyers who dispose of the pledged asset will repay the obligation.

The development of a scientific and competent method and the prevention of individual proposals in this
assessment using a credit rating system can be an effective step towards the optimal distribution of collected
funds and the reduction of deferred receivables and, consequently, to improve the efficiency of the banking
system. Satisfactorily, credit scoring models increase the efficiency of credit solutions in the production of
services and meeting the needs of customers and will also be able to reduce the causes of material needs and
default of borrowers. Therefore, it is necessary to develop a calming tool for measuring the credit risk of its
customers, and for this tool it is necessary to do qualitative and quantitative credit risk using the credit scoring
method.

The exchange of information on the characteristics of loans for loans and the proportion of their debt can
have a significant impact on the effectiveness of credit markets.

- Firstly, the exchange of information and knowledge improves the bank's understanding of the
characteristics of applicants for benefits and gives more accurate forecasts of the relative probability of
placement.

- Secondly, according to the fundamentals of credit alienation of banks, the interest rate on their credit
resources may fluctuate depending on the level of risk of applicants to a certain extent with the strengthening
of monetary and tax policy.

- Thirdly, this system can be used to create loan recipients, and, after that, the indicator can reduce the
motivation of bank customers to receive additional services and exceed their capabilities by placing various
banks and modeling their own condition (without expressing and declaring the real balance of their own
received funds) [4].
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The Process of Building a Valuation Map Model

Over the years, several different modeling techniques have been observed to implement credit scoring.
They range from parametric or non-parametric, statistical or machine learning to supervised or unsupervised
algorithms. the latter methods involve rather difficult spreads involving hundreds or thousands of different
models, different test structures, and ensemble methods with several learning methods to achieve greater
accuracy.

Ignoring this diversity, the method of modeling is different - the credit rating model. Commonly referred
to as a normal scorecard, it is based on logistic regression as the underlying model. In comparison with other
modeling methods, this method meets almost all the claims, in fact, which prepares it with the desired
alignment between practitioners and is used by almost 90% of the creators of indicator charts. A feature system
model is simple to build, understand, and implement, and can be nimbly implemented. Being a hybrid of
statistics and machine learning, its predictive accuracy is comparable to other more complex methods, and its
estimates have every chance of being applied precisely as probability estimates and, therefore, for direct data
entry for risk-based pricing. This is quite fundamental for lenders that comply with the Basel Il regulatory
framework. While instinctive and straightforward to interpret and justify, scorecards are mandated by
regulators as the exclusive way to model credit risk in some countries.

The business intelligence test uses these methods as a measurement data test, a method of combining
univariate and multivariate statistics, and all kinds of data visualization methods [5]. Correlation, cross-
tabulation, scatter, timeline test, and supervised and unsupervised segmentation test are considered common
methods. Segmentation is special because it determines when a certain number of scorecards are needed.

The choice of variables based on the results of business intelligence analysis is introduced with the division
of the data mining view as a minimum number into 2 different sections: the section for study and testing.
Variable selection is a set of model candidate variables whose significance is tested during model learning.
Candidate model variables are still popular as autonomous variables, predictors, attributes, model moments,
covariates, regressors, functions, or properties [6].

The main task is to find the right set of variables so that the scorecard model can not only rank buyers based
on the likelihood of their having bad debts, but also consider the possibility of their having bad debts. Typically,
this means choosing statistically important variables in the predictive model and having an equilibrium set of
predictors (usually 8-15 is a good balance) to approximate a 360-degree view of buyers. In addition to buyer-
specific risk features, we still need to consider the likelihood of connecting regular risk moments to account
for financial drift and volatility [7].

When choosing variables, there are a few restrictions:

- For starters, the model typically has some high predictor variables that are prohibited by legal, ethical, or
regulatory rules.

- Secondly, some variables have every chance of being unattainable or of low quality at the modeling or
manufacturing steps. Apart from this, there is every chance of being significant variables that were not
recognized as such, for example, due to the periodic oversight of the population selection or because of such
that their model effect would be inconsistent due to multicollinearity.

- And, in the end, the last text every time will be the case, and he can insist on connecting only variables
that are significant for the business, or to insistently ask for uniformly growing or decreasing effects.

All these limitations are considered likely sources of periodic misses, which in fact makes it difficult for
data scientists to minimize periodic selection misses. Common preventive measures in variable selection
include:

- Collaboration with experts in the given field to identify significant variables;

- Awareness of every dilemma related to data source, reliability or measurement error;

- data cleaning;

- Introduction of control variables to account for unresolved variables or certain activities such as financial
drift. It is important to understand that the choice of variables is an iterative process that happens throughout
the entire process of building a model.

- It occurs before model fitting by reducing the number of variables in the data mining view to a manageable
set of candidate variables;

- lasts in the process of learning the model, where subsequent reduction is performed as a result of statistical
insignificance, multicollinearity, small contributions, or penalties to avoid overfitting;

- Lasts during the evaluation and testing of the model,;
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- Ends during business assertion, where the readability and interpretability of the model play a significant
role [8].

The selection of variables is completed after reaching the "golden spot" - this means that further
improvement in terms of model accuracy cannot be achieved. The iterative nature of the variable selection
process is shown in Fig.1.
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Figure 1. Iterative nature of the variable selection process

In addition to some general recommendations for solving this problem, the data specialist should offer the
best approach to converting the signature of the client's data into a powerful information artifact - a
representation of data mining. This is probably the most creative and most challenging aspect of the data
scientist role, as it requires a solid understanding of the business in addition to statistical and analytical skills.
Very often, the key to creating a good model is not the power of a particular modeling method, but the breadth
and depth of derived variables that represent a higher level of knowledge about the phenomena being studied.

3 Preparation and Development of a System Indicators

The data preparation process begins with data collection, commonly referred to as an ETL (extract-
transform-load) move. Data integration brings all kinds of informants together using data joining and grouping.
As a rule, this requires the manipulation of relational tables with the implementation of several rules of unity,
such as entity unity, referential unity, and domain unity [9]. Applying one-to-one, one-to-many, or many-to-
many cases, the data is aggregated to an important analysis value, resulting in the original signature of the
buyer. The process of preparing data for filling in the scorecard is shown in Figure 2.
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Figure 2. Data preparation process

Before deciding how to cultivate missing meanings, we need to understand the basis of missing data and
understand the distribution of missing data so that we can systematize them as:

- Completely absent by accident (MCAR);

- Missing by accident (MAR);

- Missing is not accidental (MNAR).

Handling missing data is often associated with MCAR and MAR, during which time it is more difficult to
work with MNAR.
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The presence of outliers has the potential to fail the statistical assumptions on which we intend to build the
model. Subsequently identifying is fundamentally to understand the background of the outliers before using
any kind of healing. For example, outliers have every chance of being a valuable source of information when
fraud is detected; as a result, it would be a bad idea to change them with the mean or median meaning.

Data mining and data cleansing are considered mutually cyclical steps Data mining includes both
univariates, eg, and bivariate testing and ranges from univariate statistics and frequency spreads to correlations,
crosstabs, and data analysis. A univariate exploratory data test is shown in Figure 3.

Univariate View @

Variable NMiss ~ Min  Max Mean  StdDev  Variance  Kurtosis Skewness  25%  97.5%
age 0 17 90 3858165 13.64043  186.0614 -0.16613  0.558743 18 68
education_hum 0 1 16 1008068 257272 661889 0623444  -031168 4 15
capital_gain 0 0 99999 1077649 7385292 54542539 154.7994  11.95385 0 8614
capital_loss 0 0 4356 8730383 4029602 1623769 203768 4594629 0 1887
hours_per_week 0 1 99 4043746 1234743 152459 2916687  0.227643 12 66
D 0 1 3251 16281  9399.695 88354274 12 -457E-20 815 31747
chum 0 0 1024081 0427581 0182826 -0.53005  1.21243 0 1
NUM_TRANS 197 1 17 5030435 2202696 4851869 0.151042 0487854 1 10
MAX_AMOUNT 197 7 5000 4031597 9148534 8369567 2158614  -1.48581 1556 4974
MIN_AMOUNT 197 0 4982 9674932 9191578 8448511 2279718  1.515301 25 352
AVG_AMOUNT 197 7 4982 250048 739.0471 5461907 0342705 0.020696 1015.833 40206
SUM_AMOUNT 197 7 46553 1257797 6396.807 40919141 0306289  0.594045 2143 26534

1 1

RECENT 97 112656934 1973419 3894384 230203  1.531862 1 8

Summary View Data Univariate View Univariate Charts Prediictive Power

Figure 3. EDA (one-dimensional view)

Subsequently, exploratory data analysis (EDA) data is processed to increase properties [10]. Data cleansing
requires good business conduct and data awareness so that the data can be correctly interpreted. It is an iterative
process designed to eliminate violations and replace, reconfigure, or remove these violations as needed. The 2
main difficulties with dirty data are missing meanings and outliers; both have every chance of strongly
influencing the accuracy of the model, because of which prudent intervention is needed.

Variable Transformations

Scorecard development outlines how to turn the data into a scorecard model if data preparation and the
initial variable selection process (filtering) are completed and the filtered training dataset is available for the
model building process. The development process is made up of 4 main parts: rearranging the variables,
learning the model with the implementation of logistic regression, testing the model and scaling. Figure 4
illustrates the process of developing a feature system.

The usual scorecard model based on logistic regression is seen as an additive model. Accordingly, special
rearrangements of variables will be required.

VariableTransformations
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Figure 4. The process of developing a system of indicators
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Training, Scaling and Evaluation of the Model

Model evaluation is considered the last step in the model construction process. It is produced from 3
separate milestones: evaluation, testing, and acceptance.

The main metrics assessed are statistical characteristics, covering model accuracy, complexity, miss rate,
model correlation statistics, variable statistics, sense of significance, and odds ratios [11].

The choice of test metric depends on the similarity of the model classifier. The most common indicators
for binary systematization problems are the lifting diagram, the lifting force diagram, the ROC curve, and the
Kolmogorov-Smirnov diagram. The ROC curve is the most common inventory for visualizing model data.
This is a universal tool that is used for:

- champion-challenger methodology for choosing a more efficient model;

- Testing the performance of the model on invisible data and comparing it with the training data;

- Choosing a rational threshold that maximizes the number of true positives and minimizes the number of
false positives.

The ROC-curve is based on the method of raising the dependence of sensitivity on the probability of false
positives (false positives ratio) at all possible thresholds. A desirable feature of the ROC curve is the
assessment of performance characteristics at various thresholds. Different types of business problems will have
different threshold meanings depending on the business strategy.

The area under the ROC curve (AUC) is a useful indicator to indicate the predictive ability of a classifier.
As far as credit risk is concerned, an AUC of 0.75 or higher is considered an industry stereotype and a sine
gua non for model acceptance. Figure 6 shows the performance characteristics of the model.

Model Analysis Report
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Figure 5. Performance indicators of the model

Receiving utility is seen as a critical boundary when a data professional is obliged to rebuild models for
business and “protect” this model. The main aspect of the evaluation is the financial benefit of the model,
because of which the benefit test occupies a central place in the presentation of the results. Data scientists are
required to make every effort to suggest summaries in short form so that the cross section and output are simply
skipped and understood. Failure to receive this can lead to withdrawal from the model and, therefore, to a
breakthrough of the plan.

Conclusion

Banks face a wide range of risks in their day-to-day operations. The main activity of banks is to raise funds
by issuing various loans to individuals and legal entities. The subsequent assessment of credit risk is one of the
main tasks in the banking sector. The production methods used by banks to create scoring models are analyzed.
Various statistical approaches to the analysis of the model quality are considered. Automation of such a routine
procedure as evaluation allows banks to reduce the costs of joint operations, freeing up labor and financial
resources to do other tasks. Therefore, the use of modern machine learning algorithms can help in solving real
business problems.
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