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Abstract

In real time, the size of information resources in natural language is growing rapidly. The processing of these resources
urgently requires the presence of linguistic databases and knowledge. Processing of information resources in natural
language requires the presence of text corpora and thesauri. To create and process them, markup languages and ontological
models of subject areas are required. Insufficient use of linguistic and ontological knowledge used in information retrieval
and automatic text processing applications leads to various problems: irrelevant search, poor-quality categorization and
referencing of documents. The existing markup languages mainly contain concepts of Romano-Germanic and Slavic
language groups. These puzzles are considered burning in the field of computational linguistics. For these purposes, it is
proposed to create a metalanguage and an ontological model of the grammar of the Kazakh language.
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JUHI'BUCTHUKAJIBIK OHTOJIOT'Us BAMJIAHBICTBI MOTIHAI MOAEJBAEY KYPAJIbI

Kasipri yakpiTTa TaOUFH TIJIETT aKIAPaTTHIK PECYPCTAP IbIH KOJIeMi Te3 ecy/e. by pecypcrap bl eHaey Keaes Typae
JIMHTBUCTHKAJIBIK MOJTIMETTEep Oa3achl MeH OLTIMHIH OOJIYBIH TaaIl eTe/li. AKIapaTThIK PECYpCTap sl TAOUFH TUIIC OHICY
MOTIHJIIK KOPITYC TIEH Te3aypUCTaH Kypamaipl. AKDapaTThl i37ey KOHE MOTIHII aBTOMATTHI ©HAEY KOJIaHOalaphIHIA
KOJIJAaHBUIATHIH JIMHTBUCTHKAJNBIK JKOHE OHTOJOTHSUIBIK OUTIMIEpai >KeTKUTKCi3 MaimagaHy opTypil Mocelnenepre
okeneni. KommaneicTarsl Oenriney TinaepiHae HEri3iHeH poMaH-TepMaH KOHE CIaBSH TUIIEPi TONTAPBIHBIH YFBIMIapHI
6ap. Omapasl xkacay YIIiH Oeiriney Tiiaepi *oHe MOHIIK OONBICTApIBIH OHTOJOTHSIBIK YITLIepi KaxeT Oomaxpl. by
€CEeTITeYIlI JIMHTBUCTUKA CalachlHIa KEHIHCH TapaiFaH Jen caHanaael. COHBIMEH KaTap, MOTIHII aBTOMATTHl OHICYIIH
3aMaHayH 9JICTepiHe TLT MEH 9JeM Typalibl KOCHIMINA OilliM KeJeMiH eHTI3y Kyperi Macelie 0ombIm Ta0butagsl. Ockl
MakcaTTa Ka3ak TiJli TpaMMaTHKACBIHBIH METATiJIi MEH OHTOJIOTHSUITBIK MOJIEIIiH jKacay YChIHBUIABI.

Tyiiin ce3lep: OHTOJIOTHSIIBIK MOJENb, Ka3aK Tilli, TaOWMFU TiJl, JMHTBUCTUKAJBIK, Ka3aK TpaMMaTHKAaCHI,
CEeMaHTHKAJBIK,.
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JIMHI'BUCTUYECKASA OHTOJOI'UA KAK CPEACTBO MOJEJIUMPOBAHUSA CBA3HOI'O TEKCTA

B nHacrosmee BpeMs 00beM HHGDOPMAIIMOHHBIX PECYPCOB HAa €CTECTBEHHOM SI3BIKE CTPEMUTENBHO pacteT. PasBurue
ATHUX PECYpPCOB TPEOYET HANMUHS aKTyaJIbHOW JIMHIBUCTUUECKOH 0a3bl MTaHHBIX U 3HaHUH. OO0paboTKa HHPOPMAITUOHHBIX
PECYpCOB Ha €CTECTBEHHOM S3bIKE COCTOMT M3 KOpIyca TEKCTOB M Te3aypyca. HemoctarouHoe HCIIOIB30BaHNE
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JMHTBUCTHYECKUX U OHTOJIOTHUECKHUX 3HAHUM, UCTIONB3YEMBIX B MPIIIOKCHUAX I MOMCKA HHPOPMANU U 00pabOTKH
TEKCTOB, TPUBOJUT K Pa3IHIHBIM MpodiaeMaM. CyIIecTBYIONINE I36IKH HOTALUHA B OCHOBHOM COJIEPKaT MOHATHS POMAHO-
TePMaHCKOI M CIAaBSAHCKOHM S3BIKOBBIX Ipymm. s MX cO3maHUsl MOTPEOYIOTCS A3BIKM Pa3METKH M OHTOJIOTMYECKHE
MOJIENH NMPEAMETHBIX obnacTeil. B To jxe BpeMs B COBpEMEHHbBIE METOABI aBTOMaTHIECKONH 00pabOTKH TEKCTOB TPYAHO
BHEJIPUTH JOTIOJHUTENbHBIE 3HAHMS O SI3bIKE M MHpe. JIJIst 3TOro nmpezaraercst Co31aTh METaMOJIENb U OHTOJIOTHYECKYTO
MO/JIeIb TPaMMaTHKH Ka3aXCKOT'O s3bIKa.

KiroueBble cjioBa: OHTOJIOTHYECKass MOJENb, Ka3aXCKUIl S3bIK, €CTECTBEHHBIH S3bIK, JMHIBHCTHKA, Ka3axXcKas
rpaMMaTHKa, CEMaHTHKA.

Introduction

Currently, due to the huge volumes of electronic documents, there is an increasing need for processing
unstructured textual information, improving the quality and efficiency of existing text processing methods.
The actively developing areas of processing unstructured textual information include tasks such as information
retrieval, filtering, categorization, and clustering of documents, searching for answers to questions, automatic
annotation of a document and a group of documents, search for similar documents and duplicates, document
segmentation and much more.

Modern information retrieval and information analysis systems work with textual information in broad or
unlimited subject areas, therefore, a characteristic feature of modern methods of processing textual information
has become the minimal use of knowledge about the world and about language, reliance on statistical methods
of accounting for the frequency of occurrence of words in a sentence, text, set of documents, the common
occurrence of words, etc.

At the same time, the introduction of additional volumes of knowledge about the language and the world
into modern methods of automatic text processing is a difficult task. This is since such knowledge must be
described in specially created computer resources (thesauruses, ontologies), which must contain descriptions
of tens of thousands of words and phrases. When using such resources, it is usually necessary to automatically
resolve the ambiguity of words, i.e., choose the correct meaning. In addition, since the management of any
resource’s lags the development of the subject area, it is necessary to develop combined methods that consider
both knowledge and the best modern statistical methods of text processing.

The metalanguage is intended for marking up texts of natural languages. A metalanguage has the following
properties: with the help of its linguistic means, it is possible to express everything that is expressible by means
of an object language, and to designate all signs, expressions of an object language for which there are names;
in a metalanguage, it is possible to talk about the properties of an expression of an object language and the
relations between them; it is possible to formulate definitions, designations, rules of education and
transformations for object language expressions. There are well-known marking systems, such as the CLAWS
marking system, which is used for marking the British Corps, the Brown Corps marking system, several
marking systems are used in the American national Corps, about marking systems. All these systems are
mainly used for marking up the English language.

These metalanguages are not adapted to describe the Turkic languages, which have many concepts different
from the concepts of the above language groups. Therefore, the creation of a single metalanguage for marking
up texts of Turkic languages is an urgent task for processing Turkic languages. Such a language will allow to
unify the markup, facilitate their understanding, and use common software, as well as allow for a comparative
analysis of linguistic concepts of the Turkic languages.

And also, in addition to the markup language, for computer processing of any natural languages, the
formalization of their grammatical (morphological and syntactic) rules, the development of algorithms for the
analysis and synthesis of words and sentences according to these rules, the software implementation of all
these algorithms, the creation of thesauri by subject areas similar to WordNet, the construction of text corpora
(database of marked texts) and other programs for text analysis and processing.

Ontology is used to formalize grammatical rules. Ontology is a conceptual scheme consisting of many
concepts and many statements about these concepts, based on which classes, relationships, properties,
functions, and individuals can be described. All ontological models are built in the Protégé environment, which
makes it possible to simplify the process of creating, downloading, modifying, and transforming the knowledge
base, as well as to provide it for general use in the form of joint viewing and editing. Ontology is a knowledge
base, because if you add interpretive functions to the structural-semantic model, it will become a knowledge
base.
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Morphology modeling is related to all applications such as natural language processing and tasks, and
includes information intelligence, sentiment testing, spelling correction, generated word detection, part-of-
speech tagging, and entity extraction. Morphology is used in linguistics to refer to the study of the structure
and formation of texts. Agglutinative languages are languages whose morphological system is characterized
by the agglutination of all possible formants. Either prefixes or suffixes act as a formant, and each of them
contains its own meaning.

1 Modeling the Structure of a Connected Text

Initially, information-search thesauruses were widely used as resources for information search. But they
were created for manual indexing of documents by human indexers, and in recent decades their role has sharply
decreased. Then a lot of experiments in the field of automatic text processing and information retrieval were
carried out based on the thesaurus WordNet1. However, this thesaurus was created as a test of psycholinguistic
theory and does not consider the features of automatic text processing, which is why there are many problems
in its use in applied developments. In addition, many researchers have shown insufficient formalization of
descriptions in the above types of thesauri, which leads to serious problems with automatic logical inference,
necessary in many applications of automatic text processing and information search (search query extension,
category output, ambiguity resolution, etc.).

Problems with logical inference are amplified when processing whole texts (as opposed to processing a
single sentence), which can contain hundreds or thousands of words and have a complex internal structure.

One of the modern paradigms of computer resources describing knowledge about the world and subject
areas is the so-called formal ontologies. At the same time, many researchers in this field see as their goal the
development of rather complex formal approaches to the description of practically axiomatized theories.
However, automatic processing of unstructured natural language texts with their ambiguity and inaccuracy is
difficult to carry out using axiomatized theories. In addition, descriptions within such formalisms do not scale
well for knowledge representations in broad unstructured subject areas.

When processing modern news streams, automatic annotation of news clusters, aggregates of messages on
the same topic is of great importance. A news cluster is a collection of thematically related documents.
Therefore, the thematic structure of a news cluster, as well as a separate element, is revealed by building a
thematic representation of this cluster, and this representation is used to control the set proposals to the cluster
annotation, namely, to solve such tasks as ensuring completeness, reducing repetitions, as well as ensuring the
coherence of the cluster annotation.

To test the proposed model of annotation of the news cluster, the following experiment was conducted. The
abstract consisted of a title and four sentences. For news clusters, their thematic representations were obtained.

Further, the manual annotations were marked up for the presence of the main thematic nodes for this cluster
and named entities. The result of the analysis was the fact that 83% of the proposals of real manual annotations
(out of the total number of proposals) made by linguistic experts satisfy the assumptions made. The peculiarity
of the remaining 17% of the sentences is that they were all the last sentences of the manual annotation. The
experiment proves that the assumptions made in the method of automatic annotation of news clusters have a
high correlation with the structure of human annotations.

A multifactorial model for automatic extraction of terms from texts for automated expansion of the
linguistic ontology.

The paper shows that the automatic selection of terms should be based on a set of different features of
words and phrases, which should be combined into a multifactorial model. At the same time, such multifactor
models should be portable from one subject area to another. In this study, an approach is proposed to identify
many signs for automatic extracting terms from texts and combining these features with machine learning
methods.

Linguistic ontologies are used in two stages: as one of the sources of signs and to assess the quality of
extraction [1].

The proposed model uses three types of features to extract terms:

- features based on the text collection of the subject area.

- signs obtained from the information of the global search engine.

- features obtained based on a given thesaurus of the subject area (Fig.1.).
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This is how the situation of the development of the existing thesaurus is modeled, in which the knowledge
described in the current version of the thesaurus should be used to automatically extract new terms. The feature
sets differ for individual words, two-word phrases, and phrases with many words.

Automatic Query Automatic Automatic

Expansion categorization annotation

Generating a conceptual index:

Svnonyvms - joined together

Different meanings - separated

The weight of the concept, taking into account the
thematic representation

Linguistic
ontology Thematic representation
(calcularion of main topics)

Figure 1. Scheme of automatic word processing applications

Machine learning methods are used to combine the selected features for the best extraction of domain terms.
The task of applying the methods is to reorder the original list of words (originally ordered as the frequency
decreases) so that as many terms as possible get to the top of the list. Thus, the best reordering of the list will
reduce the expert's labor costs for entering terms into terminology resources — the expert will view words that
are not terms less (Fig.2.).

S
| Text processing morph. analvzer
. . Phrase Extraction Domain
Word extraction 1. Syntactic patterns Text
) }Q‘ll' 2. Statistical criteria Collections
interface
Linouistic Counting Counting
ontolosy characteristics for characteristics for
= words phrases
T
1 b
Combining features using Combining features using
machine leaming methods. machine learning methods.
Quality control Quality control
1 1

Domain term extraction models

Figure 2. Scheme of the proposed method for self-acting extraction of definitions

2 The Structure of a Connected Text

Almost all word processing models in the field of information retrieval hope to self-embed texts in a
coherent text. Between what is known, in fact, that the word has many texts related in meaning and contains
an internal hierarchical structure. There are a fairly large number of possible applications of self-acting word
processing that would be able to provide the best results if it were possible to mechanically identify the
structure of the content of the connected word. Between them these applications are like self-acting
segmentation of words, allowing polysemy, correct intelligence of information, one of the best determinations
of the weights of definitions in a document, word categorization, automatic word annotation, etc. The concept
of word coherence can be considered in several qualities.

Distinguish between structural connectivity and word connectivity. In practice, we are talking about internal
(structural) and external (pragmatic) connectivity. Connectivity is the connection of text components, in which
the interpretation of 1 text components is dependent on others. Connectedness is a connectedness brought
about by something external to the word, primarily the knowledge of its addressee. Based on this knowledge,
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the addressee can build a specific list and add links that are obviously not present in the text. From a different
point of view, mass and local connectivity of a word is distinguished. The mass coherence of a word is
guaranteed by the fact that the word itself contains a single theme. The local connectivity of the discourse takes
place in the relationship between adjacent smallest units of the word [2].

Thematic Structure and Thematic Coherence of the Text

Determining the leading topic of a word is considered a necessary step for many information retrieval
applications. the concept of the leading (or global) theme of the word is associated with these qualities of the
word, as a connection directed to a certain topic and a construction directed to a certain topic. A word can be
de jure connected through all sorts of guises of coherence, but if it does not contain a single theme, then it does
not have the ability to be considered as a word. The topic of the whole word can be characterized in terms of
subtopics, and subtopics in terms of even more local subtopics. Any sentence of the word corresponds to that
or another subtopic of the hierarchical structure of the word. The macrostructure of a word determines its mass
connectedness. “Without such mass connectivity, it would be impossible to steer local connections. Proposals
have every chance of being perfectly connected in terms of local connectivity, but they could be rejected if
there were no massive restrictions on their content” [3].

Including the manual processing of the word by specialists, it is not easy to discern the hierarchical structure
of the word one by one. Thus, when manually indexing or categorizing documents, different interpretations of
side documents by different specialists are considered one of the significant moments of the subjectivity of
these processes [4].

In self-acting document processing, the significance of a text or a term for the content of a word, their
proximity to the leading topic of the document is evaluated with the support of special weights. It is expected,
in fact, that the higher in the hierarchy of the structure directed to a certain subject the text or the term is
mentioned, that they are closer to the main thing.

3 Method of Text Polarity Analysis

There are 3 leading ways to determine the polarity of a word:

1. Testing the word by means of vector analysis (often with the introduction of r-gram models), comparing
the word with the previously indicated reference body according to the chosen measure of proximity, and
classifying (classifying) it as negative or flatter in the end comparison [5].

2. Reconnaissance of psychological vocabulary (lexical polarity) in the text according to polarity
dictionaries compiled in advance (lists of templates) with the introduction of linguistic analysis, the word can
be assessed on a scale that reflects the number of negative and positive vocabulary. This method can apply as
lists of patterns that are inserted into systematic expressions, for example, and criteria for combining a polarity
dictionary into a sentence.

3. Mixed method (combination of the first and 2 approaches). In real-time word polarity test produced from
several frontiers.

At the first stage, Internet pages are processed according to a special category, which analyzes the pages
for the table of contents of the main texts from the database.

At the second stage, the word of selected web pages is processed by morphological analysis to determine
the parts of speech and the data of any part of speech.

At the third stage, a lightweight syntactic test works: texts and phrases are combined into chains of
polarities; A sentence has a subject, a predicate, and an object.

At the fourth stage, a lightweight self-acting instruction works; it determines the polarity of the word.

Morphological Analysis

Kazakh is an ordinary Turkic language, retaining the bulk of the group's cumulative devil and having some
common Kipchak features. structural and typological features of the Kazakh language in the leading language
are associated with its adaptation to agglutinative languages [6]. As a rule, the description of an agglutinating
similarity is used for a set of symptoms, which includes not only phonetic, but also morphological and syntactic
symptoms. The order of completion in the Kazakh language is strictly defined. For example, for nouns at the
beginning, completions of a numerous number are added to the base of the text, followed by possessive
completions (that is, the object belongs to the person), followed by case completions, and after that,
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completions of conjugation forms (animate nouns are added). In general, the Kazakh language is a perfectly
formalized language [7].

Almost all word processing models in the field of information retrieval hope to self-embed texts in a
coherent text. Between what is known, in fact, that the word has many texts related in meaning and contains
an internal hierarchical structure. There are a fairly large number of possible applications of self-acting word
processing that would be able to provide the best results if it were possible to mechanically identify the
structure of the content of the connected word. Between them, these applications, such as self-acting
segmentation of words, allowing polysemy, correct intelligence of information, one of the best determinations
of the weights of definitions in a document, word categorization, automatic word annotation, etc. The concept
of word coherence can be considered in several qualities [8].

Distinguish between structural connectivity and word connectivity. In practice, we are talking about internal
(structural) and external (pragmatic) connectivity. Connectivity is the connection of text components, in which
the interpretation of 1 text components is dependent on others [9]. Connectedness is a connectedness brought
about by something external to the word, primarily the knowledge of its addressee. Based on this knowledge,
the addressee can build a specific list and add links that are obviously not present in the text. From a different
point of view, mass and local connectivity of a word is distinguished. The mass coherence of a word is
guaranteed by the fact that the word itself contains a single theme. The local connectivity of the discourse takes
place in the relationship between adjacent smallest units of the word [10].

Determining the leading topic of a word is considered a necessary step for many information retrieval
applications. the concept of the leading (or global) theme of the word is associated with these qualities of the
word, as a connection directed to a certain topic and a construction directed to a certain topic. A word can be
de jure connected through all sorts of guises of coherence, but if it does not contain a single theme, then it does
not have the ability to be considered as a word [11]. The topic of the whole word can be characterized in terms
of subtopics, and subtopics in terms of even more local subtopics. Any sentence of the word corresponds to
that or another subtopic of the hierarchical structure of the word. The macrostructure of a word determines its
mass connectedness. “Without such mass connectivity, it would be impossible to control local
communications. Proposals have every chance of being perfectly connected in accordance with aspects of local
connectivity, but they could be rejected if there were no massive restrictions on their content.

Semantic networks are one of the methods of artificial origin of the mind to represent knowledge in natural
language. The semantic network provides an information model of the subject area, which has a picture of a
targeted graph, the tops of which correspond to the objects of the subject area, and the edges determine the
relationship between them. Objects have every chance of being opinions, actions, qualities, processes. Thus,
semantic networks are considered one of the methods for representing knowledge in natural language. In recent
years, in the works of many scientists, it is proposed to apply graph dynamic systems as a formal basis for
designed mental systems, abstract logical-semantic models of mental systems.

In real time, almost all scientists are working on the creation of systems for morphological and syntactic
analysis. The note describes layouts applicable for agglutinative languages, and studies on automating the
semantic analysis of words in the Kazakh language are presented in a rather small number.

The task of semantic analysis is carried out in the construction of a semantic graph of a word. In contrast
to the morphological and syntactic, at the semantic stage, a formal representation of the meaning of the word
is noticed. In the process of semantic analysis, the semantic interpretation of texts and systems is performed,
the matters between the larger substances of the word are clarified.

Conclusion

Extracting information from texts is a sufficiently developed area of computational linguistics and
automatic text processing, offering a wide range of methods and appropriate tools for building various
application systems, as well as demonstrating a sufficiently effective solution to the problems of extracting
different types of information.
The relevance of the tasks of the direction remains: the construction of an effective model can significantly
facilitate the subsequent processing of the extracted structured data, which is a key moment in the life cycle of
accumulation and use of new knowledge for processing the text of the Kazakh language.

In systems of self-acting word processing, 5 leading frontiers of analysis are usually distinguished:
graphemic, morphological, fragmentation, syntactic and semantic. It has been noted that, in fact, when
processing words in the Kazakh language, it is not easy to clearly divide the boundaries of morphological,
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syntactic, and semantic analysis, there is their connection. This is due to the peculiarities of word formation in
the languages of the given structure. Other than that, it's these 3 steps that cause the biggest problems with
automation outside of language dependency. As a result, in the provided note, we restrict ourselves to their
consideration.
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